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We study the effects of privacy concerns on social network formation. Each individual 
decides which others to form links with. Links bring direct benefits from friendship but 
also lead to the sharing of information via a percolation process. Privacy concerns are 
modeled as a disutility that the individual suffers as a result of her private information 
being acquired by others. We specify conditions under which pure-strategy equilibria 
exist and characterize both pure-strategy and mixed-strategy equilibria. The resulting 
equilibrium networks feature clustered connections and homophily. Clustering emerges 
because if player a is friend with b and b is friend with c, then a’s information is likely 
to be shared indirectly with c anyway, making it less costly for a to befriend c. Homophily 
emerges because small additional benefits of friendship within a group make linkages and 
thus information sharing within that group more likely, further increasing the likelihood 
within-group links.

© 2017 Published by Elsevier Inc.

1. Introduction

With the increasing volume of information-sharing in online platforms, privacy has become a central concern. Many 
individuals are willing to take costly actions in order to prevent platforms, retailers, advertisers as well as acquaintances 
from having access to their private information (Varian, 2009). Though many online platforms, including Facebook, have 
taken steps to alleviate these concerns, privacy is likely to become even a more important issue in the years to come.

There is relatively little work, however, on how privacy concerns impact online behavior. In this paper, we take a first 
step by considering a network formation game in the presence of information leakage over the network, which is costly for 
individuals. The network in question can stand for the friendship or connections network over a social media platform or as 
an abstract representation of online trading activity. Thus the insights from our analysis should apply both to social media 
and to online commercial activities.

In our model, each individual decides to form directed links to others. Links have heterogeneous benefits (e.g., an individ-
ual receives benefits from befriending others in a social media platform). Once formed, these links also transmit information, 
however. For example, a friendship link over a social media platform inevitably involves some information sharing, while 
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online trades will necessarily give information to the user’s trading partner about his or her preferences. More important 
than the direct transmission of this information is indirect transmission over the network: the relevant information can 
travel not only to one’s friend but also to friends of friends, etc. This makes the cost of loss of privacy for an individual a 
function of the equilibrium network (which other friendships have formed in equilibrium).

Though the social interactions captured by our model are potentially complex, the setup is relatively parsimonious. It 
consists of a matrix of benefits of direct links, a cost of loss of privacy (the cost of an individual’s information being 
observed by each of other agents in the network), and percolation process for the travel of information over the network.

We first characterize properties of the equilibrium network. Our first result identifies an endemic problem of non-
existence of pure-strategy equilibria. This can be best understood by considering relationship between three agents. If player 
b has formed a link to player c, this will discourage player a from forming a link with player b, because any information 
shared with b now risks traveling to c. This in turn, encourages player c to form a link with player a. Finally, as c has formed 
a link with a, b would disconnect from c, resulting in a contradiction.

We also establish that a sufficient and necessary condition for the existence of pure-strategy equilibria is that the matrix 
of benefits of direct links is such that high benefit subset of edges have no directed cycle. In particular, we show that if 
this condition holds, then a pure-strategy Nash equilibrium always exists and if this condition does not hold, there exists a 
matrix of benefits consistent with high benefit subset of edges for which no pure-strategy Nash equilibrium exists.

As a final characterization result, we also establish an interesting phase transition in pure-strategy equilibria as we vary 
the ability of information transmission. As this transmission probability increases, there are two opposing forces: first, with 
higher transmission probability, an agent’s information is likely to reach any other agent she is indirectly connected to, 
and this discourages connections. But secondly, and in contradiction to the first force, this greater transmission probability 
also implies that the cost of connecting directly to such an agent is lower, thus encouraging greater connections. We show 
that the resolution of these two opposing forces implies that until the transmission probability reaches a critical thresh-
old, the equilibrium network is sparse, but as this critical threshold is reached, the equilibrium becomes a collection of 
densely-connected components with clustering coefficient one.

Our other sets of results concern the patterns of connections that occur (in pure or mixed-strategy equilibria). Our first 
major result shows that equilibrium networks feature clustered connections. This pattern emerges because if a is friend with 
b and b is friend with c, then a’s information is likely to be shared indirectly with c anyway, thus making it less costly for 
a to befriend c. Second, we also show that the equilibrium network features homophily. The reason for this is that even 
an infinitesimal advantage in terms of direct benefits of friendship within a group makes linkages within that group more 
likely, in turn making information travel within that group and reducing the cost of making further within-group links due 
to loss of privacy. This increases the likelihood of further within-group links.

Though there is relatively little work on how privacy affects individual decisions in online platforms and social media 
settings, there are several other large and growing literature to which our paper relates.1 First, our work is part of a large 
literature on network economics and endogenous social network formation. This includes works on network formation such 
as Jackson and Wolinsky (1996); Bala and Goyal (1997, 2000); Galeotti et al. (2006); Tardos and Wexler (2007); Galeotti 
and Goyal (2010); Dutta and Mutuswami (1997); Jackson and Watts (2002); Celis and Mousavifar (2015); Jackson (2003). It 
also includes works on network games such as Bramoullé and Kranton (2007); Galeotti et al. (2010); Ballester et al. (2006); 
Jackson and Rogers (2007); Currarini et al. (2009); Acemoglu et al. (2015), as well as works on contagion in networks 
such as Morris (2000); Blume et al. (2013); Elliott et al. (2014); Acemoglu et al. (2016). In particular, Celis and Mousavifar 
(2015) studies a model in which agents form directed links to other agents with certain cost and gain utility from indirect 
connections to other agents and Currarini et al. (2009) develops a model of friendship formation where individuals receive 
type-dependent benefits from friendship, and explains the emergence of homophily in friendships and how this varies 
with group size. Closely related are Kleinberg et al. (2001); Fabrikant et al. (2003); Blume et al. (2013), and Kleinberg and 
Ligett (2013) which study a model of the trade-off between the benefits received from sharing information and the cost 
of indirect sharing of information, though both their models and results are very different from ours. In particular, our 
paper relates to that of Kleinberg and Ligett (2013) in that both include a model of the trade-off between the benefits 
of sharing information with friends, and the risks that additional gossiping will propagate it to people with whom one is 
not on friendly terms. However, the stochastic process governing gossip, the equilibrium notion (Nash equilibrium versus 
stable equilibrium), and the utility of agents are different. In addition, the two papers focus on fundamentally different 
questions. Kleinberg and Ligett (2013) study the computability of stable networks and its inefficiency compared to social 
welfare maximizing network. In contrast, we study the properties of equilibrium network such as clustering and homophily.

Second, a large sociology and network literature emphasizes the regularity of triadic closure. The basic principle is that 
if two people in a social network have a friend in common, then there is an increased likelihood that they become friends 
themselves at some point in the future (see Rapoport, 1953 and Easley and Kleinberg, 2010). This pattern can be detected 
either by verifying triadic closure properties or focusing on various network statistics that provide information on this, 
such as the clustering coefficient (see e.g., Newman, 2003, 2004; Watts and Strogatz, 1998, Watts and Strogatz, 1998, and 

1 See Dwork and Roth (2013), Liang et al. (2009), Kearns et al. (2016), and Lori (2012) for surveys on various aspects of privacy concerns, Calzolari and 
Pavan (2006), Laudon (1996), Taylor (2004), Hui and Png (2006), Posner (1981), and Acquisti et al. (2016) for examples of economics papers discussing 
privacy-related issues, and Samuelson (2000), Westin (1968), Stigler (1980), Hirshleifer (1980), Magi (2011), and Newell (2011) for certain legal aspects of 
privacy.
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Fagiolo, 2007). Evidence on these patterns is provided in, among others, Medus and Dorso (2013), Kossinets and Watts 
(2006), Albert and Barabási (2002), Davidsen et al. (2002), Holme and Kim (2002), and Vázquez (2003).

Third, there is also a similarly large literature on the second key pattern generated by privacy-constrained network 
formation: homophily. Homophily, defined as the tendency of people to associate with others similar to themselves, is 
observed in many social networks, ranging from friendships to marriages to business relationships, and is based on a 
variety of characteristics and attributes, including ethnicity (see e.g. Fong and Isajiw, 2000 and Baerveldt et al., 2004), race, 
age, gender, religion, education level, profession, political affiliation, and other attributes (see e.g. Lazarsfeld et al., 1954, 
Blau, 1997, Blalock, 1982, Marsden, 1988, Marsden, 1987, and the survey by McPherson et al., 2001). Various different 
explanations for homophily have been proposed in, among others, Moody (2001), Patacchini and Zenou (2016), Currarini et 
al. (2009), and Fowler et al. (2009).

2. Model

We consider a set V = {1, . . . , n} of agents interested in forming friendship links with each other.2 In choosing their links, 
agents tradeoff the benefit from direct links with the cost of privacy loss due to leakage of information through indirect 
links. Each agent makes a decision about connecting to other agents, i.e., agent i chooses a strategy xi = (xi1, . . . , xin), where 
xij ∈ {0, 1} represents whether agent i is connected to agent j or not (we use the convention that xii = 0 for all i ∈ V). We 
assume that the decision xij = 1 results in a directed friendship link from i to j, implying i shares her information with 
j and receives friendship benefits from it but not necessarily the other way around, i.e., x ji need not be equal to xij . This 
means that if agent i shares her information with j (e.g., to get advise on a matter), agent j does not have to share her 
information with i. Though most prior literature (see Jackson, 2005) considers undirected models of friendship in the context 
of network formation, in several settings links and friendships are not always on equal footing and can be more fruitfully 
modeled as directed links (see e.g. Bala and Goyal, 1997 and Celis and Mousavifar, 2015 for models with directed links). 
For instance, a friendship might involve one party, individual a, sharing information with another, b, either in the course 
of social interactions or to receive some advice, while b does not share any information in return. In the context of social 
media, the amount of information shared between friends and connected individuals is again often asymmetric. Finally, 
another application of these ideas would be to other online interactions, such as individuals using a website, platform or 
service, and uploading information in the process (e.g., likes and dislikes or credit card information).3

Given node i’s decision xij with respect to agent j, agent i derives a benefit vij xi j from her friendship with agent j, 
where vij ≥ 0 is a parameter that captures the value i has for her friendship with j. We collect all vij ’s in an n × n matrix 
V = [vij]i, j∈V and refer to it as the valuation matrix (we use the convention that vii = 0 for all i ∈ V). We also collect the 
strategy of all agents in an n × n matrix x where [x]i j = xij . We also use x−i = (x1, . . . , xi−1, xi+1, . . . , xn) to denote the 
strategy profile of all agents other than i. A given strategy profile x induces a (directed) graph among agents Gx = (V, Ex), 
where Ex is the set of directed edges given by

Ex = {
(i, j) ∈ V × V | xij = 1

}
,

where (i, j) ∈ Ex implies that in the graph Gx there is a direct link from i to j. The matrix x can be viewed as the adjacency 
matrix of the graph Gx . Next, we define the process for the indirect leakage of information and the utility function of the 
agents.

Information from agent (node) i leaks to other agents over Gx according to a gossip process, which is an independent 
cascade process of the following form (see Kempe et al., 2003 for more details). Information from i reaches each of her 
out-neighbors l ∈ Nout(i) with probability 1 at time 1 where Nout(i) = {l ∈ V : (i, l) ∈ Ex}. We call individuals informed about
i (or simply informed) if i’s information has reached to them, and uninformed about i (or simply uninformed) otherwise. 
We assume that once a node becomes informed, it will remain so forever. The dynamics of information propagation is as 
follows: when a node j first becomes informed, say at time t , it becomes a source of information. It then stochastically, 
simultaneously, and independently informs each of its previously uninformed neighbors. In particular, each uninformed 
neighbor of j, such as k ∈ Nout( j), becomes informed at time t with probability β , independent of each other and the 
history of the process (and in this case, k itself becomes a source at time t + 1). If an uninformed node is a neighbor 
to multiple informed sources (i.e., there exists at least two j and j′ such that k ∈ Nout( j) and k ∈ Nout( j′)), then it can 
become informed by either in an order-independent fashion (e.g., if k is uninformed and a neighbor to two sources, then 
the probability that it will become informed is 1 − (1 −β)2). Node j that was a source at time t becomes a non-source in all 
subsequent periods. That is, if a neighbor of node j does not become informed at time t , then it will never again become 
informed via node j.

We refer to β ∈ [0, 1] as the transmission parameter. This process essentially assumes that information from i leaks with 
transmission probability 1 on the neighboring edges and transmission probability β on all other edges independently. It 
captures the assumption that direct neighbors/friends of i have access to all information of i, while indirect friends may 

2 We use the terms agents, players, and individuals interchangeably.
3 This last application would require other, relatively straightforward, changes (e.g., considering a bipartite graph of users and online platforms, with 

information flows in only one direction, and making decisions about which platforms are linked and share information among themselves).
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Fig. 1. An example to illustrate the gossip process and the expected aggregate leakage of information.

obtain information of i through a gossip process. Given a graph Gx = (V, Ex) formed by the decision of individuals, we will 
next present an equivalent description of the gossip process, which is convenient for analysis.

Definition 1 (Gossip process). For a given node i ∈ V , we denote the probability that information from i reaches node j by 
P[i � j] which is defined as follows. We draw a realized graph G = (V, E), on which we activate outgoing edges of i on 
Gx with probability 1 and all other edges of Gx with probability β independently (therefore, we have E ⊆ Ex). Information 
from i will reach node j if and only if there is a directed path of active edges from i to j on this realized graph, in which 
case we say node j is reachable from node i and write i � j.4 The probability that the graph G is realized is

Pi,x(G) =
⎛
⎝ ∏

(i,l)∈Ex

1 {(i, l) ∈ E}
⎞
⎠
⎛
⎜⎜⎜⎝

∏
(k,k′)∈Ex, k �=i

(k,k′)∈E

β

⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝

∏
(k,k′)∈E X , k �=i

(k,k′)/∈E

(1 − β)

⎞
⎟⎟⎟⎠ ,

where the subscript i and x denote the dependence of this probability on agent i and x and 1{·} is the indicator function. 
Therefore, the probability that information from i reaches node j is given by

P[i � j] =
∑
G∈G

Pi,x(G)1{i � j},

where G denotes the set of all possible graphs with the set of nodes V and the set of edges which is a subset of E X , i.e.,

G = {G = (V, E) | E ⊆ Ex} .

As an illustration, consider the network given in Fig. 1a. The only realized graph G = (V , E) for which i’s infor-
mation reaches k is the one with E = {(i, j), ( j, l), (l, k)}, which has probability β2; thus P[i � k] = β2. On the other 
hand, for the network given in Fig. 1b, there are two realized graphs G = (V , E) for which i’s information reaches k
(note that (i, j) and (i, l) belong to any realized graph as j and l are neighbors of i). The edge set of these two re-
alized graphs are: (i) E = {(i, j), (i, l), (l, k)}, which has probability β(1 − β); and (ii) E = {(i, j), (i, l), (l, k), ( j, l)}, which 
has probability β2, implying P[i � k] = β(1 − β) + β2 = β . Finally, for the network given in Fig. 1c, there are five real-
ized graphs G = (V , E) for which i’s information reaches k: (i) E = {(i, j), (i, h), (h, k)}, which has probability β(1 − β)2; 
(ii) E = {(i, j), (i, h), (h, k), ( j, l)}, which has probability β2(1 − β); (iii) E = {(i, j), (i, h), (h, k), (l, k)}; which has probability 
β2(1 − β), (iv) E = {(i, j), (i, h), (h, k), ( j, l), (l, k)}, which has probability β3; and (v) E = {(i, j), (i, h), ( j, l), (l, k)}, which has 
probability β2(1 − β). Combining these five events, we have P[i � k] = β(1 − β)2 + 3β2(1 − β) + β3 = β + β2 − β3.

The expected aggregate leakage of information of i, denoted by �(i, x) is the summation of probabilities P[i � j] over 
all j ∈ V . With the convention that for any i ∈ V , P[i � i] = 0, it can be written as

�(i,x) =
∑
j∈V

P[i � j].

Note that �(i, x) is a function of the adjacency matrix x as well as the transmission parameter β .
The utility function of agent i, denoted by ui , is given by

ui(x) =
∑
j∈V

xij vi j − γ �(i,x), (1)

where the cost parameter γ ≥ 0 captures the tradeoff between the benefit of friendship and the loss of privacy. For a 
given valuation matrix V, which is assumed to be known by all agents, we define the Nash equilibrium of the complete 
information game as follows.

4 Throughout the paper, we use the notation i � j to denote that j is reachable from i, and the notation i → j to show that i has a direct link to j, i.e., 
xij = 1. We will also use the notation i � j to denote xij = 0.
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Fig. 2. (a) strategic substitutability. (b) strategic complementarity.

Definition 2 (Pure-strategy Nash equilibrium). The set of strategies {x1, . . . , xn} is a pure-strategy Nash equilibrium if for all 
i ∈ V , we have

xi ∈ argmax
yi∈{0,1}n

ui(yi,x−i).

We refer to the network formed induced by the strategies x1, . . . , xn as the equilibrium network, where x shows its adjacency 
matrix.

We focus on Nash equilibria, rather than pairwise stability as in Jackson and Wolinsky (1996); Blume et al. (2013), and 
Kleinberg and Ligett (2013) as we wish to focus on each individuals’ incentive to form links unilaterally in the context of a 
directed friendship network (see also Jackson, 2005 for an overview of other solution concepts).5

Because, as we show below, pure-strategy Nash equilibria may not always exist, we also consider mixed-strategy Nash 
equilibria, defined in the usual fashion.

Definition 3 (Mixed-strategy Nash equilibrium). The mixed strategy σ = (σ1, . . . , σn), where σi is a probability measure over 
{0, 1}n , is a mixed-strategy Nash equilibrium if for any i, we have

ui(σi,σ−i) ≥ ui(yi,σ−i), for any yi ∈ {0,1}n,

where σ−i = (σ1, . . . , σi−1, σi+1, . . . , σn).

Finally, when we turn to the analysis of homophily, there will sometimes be additional, unintuitive equilibria. One way 
of eliminating these is to consider strong (pure-strategy) Nash equilibria, which also test for deviations by coalitions (we 
will also establish that our other results are valid regardless of whether we use pure-strategy Nash equilibrium or strong 
Nash equilibrium).

Definition 4 (Strong Nash equilibrium). A set of decisions x1, . . . , xn is a strong pure-strategy Nash equilibrium if and only if 
there exists no coalition S ⊆ {1, . . . , n} that has a profitable deviation, i.e., none of the agents of S receives a lower utility 
after deviation and at least one of the agents of S receives a higher utility.

The analysis of the Nash equilibrium of this game is made complicated by the fact that it features both strategic substi-
tutability and strategic complementarity. In particular, a link from an agent i to agent j generally discourages another agent 
k from forming a link to i because of increased likelihood of leakage of k’s information, introducing an element of strategic 
substitutes (see Fig. 2a). On the other hand, when there is already a link from i to j, then if j forms a link to k, i would 
become more likely to form a link to k because her information is already leaked indirectly to k, which is an element of 
strategic complements (see Fig. 2b).

3. Existence of equilibria

In this section, we study the existence of both pure and mixed-strategy Nash equilibria. When either transmission pa-
rameter β or cost parameter γ is zero, a pure-strategy Nash equilibrium always exists.6 In the rest of this section, we will 
focus on strictly positive values of transmission parameter β > 0 and cost parameter γ > 0.

We first give an example in which a pure-strategy Nash equilibrium does not exist.

5 This is particularly natural in the case of connections in the context of social media, which are unilateral, directed links. In the case of friendship, we 
interpret links to represent how much trust an individual puts in an acquaintance or member of broader community, which is again better represented as 
a directed link decided unilaterally. In other settings, however, joint decisions might be important because a friendship may require participation by both 
parties.

6 If transmission parameter β = 0, for any agent i and j where vij ≥ γ we let xij = 1. These decisions clearly form an equilibrium. Similarly, if γ = 0, 
then a complete graph is a pure-strategy Nash equilibrium. The cases β = 0 or γ = 0 correspond to situations where agents do not face any loss of utility 
due to privacy breach and there will be no trade-off between the benefit of friendship and the cost of indirect leakage of information.
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Example 1. Let γ > 0 and β > 0. Consider three agents, denoted by a, b, and c, and let vab = vbc = vca = γ (1 + β
4 ) and 

vba = vcb = vac = γ (1 − β
2 ). First note that in any pure-strategy Nash equilibrium, we have xba = xcb = xac = 0. To see this 

suppose the contrary that xba = 1. Therefore, the utility of b is upper bounded by

ub(x) ≤ max{vba − γ , vba + vbc − 2γ } < 0,

which is negative and a profitable deviation for b would be to disconnect from both a and c in order to obtain zero utility. 
Therefore, an equilibrium network (if exists) belongs to the set of eight possible networks defined by (xab , xbc, xca) ∈ {0, 1}3. 
Next, we will argue that none of them can be an equilibrium network.

• an empty network is not an equilibrium network as a has a profitable deviation which is xab = 1. This deviation would 
increase her utility from 0 to vab − γ = γ β

4 .
• a network with one edge is not an equilibrium network. Without loss of generality (because of symmetry), suppose 

xab = 1. Player b has a profitable deviation which is xbc = 1. This deviation would increase her utility from 0 to vbc −γ =
γ β

4 .
• a network with two edges is not an equilibrium network. Without loss of generality, suppose xab = xbc = 1. Player a has 

a profitable deviation, i.e., xab = 0. This deviation would increase her utility from vab − γ (1 + β) = − 3
4 γ β to 0.

• a network with three edges is not an equilibrium network for the same reason as in the previous case.

As suggested in Example 1, if there exists a directed cycle on the set of the edges with valuations higher than the cost γ , 
then a pure-strategy Nash equilibrium might not exist. We will next establish a necessary and sufficient condition for the 
existence of a Nash equilibrium in terms of the graph formed by edges whose valuation parameters are “high”, denoted by 
popular-connections which is defined next.

Definition 5 (Popular-connections graph). For a given valuation matrix V, a connection (i, j) is called popular if its valuation 
is at least γ , i.e., vij ≥ γ . We define the popular-connections graph of V as a directed graph with vertex set V with an edge 
between two nodes i and j if and only if (i, j) is popular, i.e., popular-connections graph is the graph (V, Eγ ) where

Eγ = {
(i, j) ∈ V × V | vij ≥ γ

}
.

We say that the valuation matrix V is compatible with (V, Eγ ), if (V, Eγ ) is the popular-connections graph of V.

In words, the popular-connections graph includes edges where the direct benefit of connection, vij , exceeds the direct 
cost from loss of privacy, γ . It is also useful to observe that each node would form the connections in this graph if there 
were no other edges formed or if β = 0 (because in both cases the total cost from loss of privacy is exactly γ ).

In the next theorem, we show that the necessary and sufficient condition for the existence of a pure-strategy Nash 
equilibrium is indeed the absence of directed cycles of length at least three in popular-connections graph.

Theorem 1. Let β > 0 and γ > 0. Sufficient and necessary conditions for the existence of pure-strategy Nash equilibrium are as follows.

1. If the popular-connections graph (V, Eγ ) contains a simple directed cycle (of length at least three),7 then there exists an assign-
ment of valuation matrix V compatible with (V, Eγ ) and a transmission parameter β̄ such that for all β < β̄ , there does not exist 
a pure-strategy Nash equilibrium.

2. If the popular-connections graph (V, Eγ ) has no directed cycle, then for any V compatible with (V, Eγ ) there exists a pure-strategy 
Nash equilibrium. Furthermore, starting from an empty graph (xi = 0, for all i ∈ V), the best response dynamics converges to a 
pure-strategy Nash equilibrium.8

The proof idea of Theorem 1 is as follows. For the first part, similar to Example 1, we show that if the popular-
connections graph has a cycle, then there exists a valuation matrix V for which no pure-strategy Nash equilibrium exists. 
The proof of the second part of Theorem 1 is constructive. It starts from creating nested sets of nodes Ri , i ≥ 1, such that 
for any i the outneighbors of nodes in Ri \ Ri−1 in the graph (V, Eγ ) are all in Ri−1 (we let R0 = ∅). This can be done 
since (V, Eγ ) contains no directed cycle.9 We say all the nodes belonging to set Ri \ Ri−1 have rank i. We then construct a 
strategy profile by iteratively considering, at each step i, the best response decisions of agents in V \ Ri regarding connecting 
to nodes in Ri (keeping all previous decisions of other agents fixed). We show that the strategy profile resulting from this 
construction is an equilibrium. This construction is further illustrated in the following example.

7 A simple cycle of a graph is a cycle with no repetition of nodes.
8 Best response dynamics starting from an empty graph is defined as a sequence of decisions denoted by x(t) at time t updated as follows: (i) x(0) = 0, 

(ii) for any t ≥ 0, we let xi(t + 1) ∈ armaxy∈Rn ui(y, x−i(t)) (see Fudenberg and Levine, 1998, Chapter 2).
9 This is very similar to how a “topological sort” is constructed in directed graphs with no directed cycle (see e.g. Leiserson et al., 2001). A topological 

sort provides a ranking on the nodes such that if a � b in the graph, then a has a higher rank than b.
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Fig. 3. Construction of pure-strategy Nash equilibrium: each step i shows the set Ri as well as the best responses regarding connections to all nodes in Ri .

Example 2. We consider (V, Eγ ) in Fig. 3, where we have 9 nodes. We suppose that all the valuations along the edges of 
(V, Eγ ) are H , all the other valuations are L, and β = 1, where L < γ < H , (H − γ ) + 3(L − γ ) < 0, (H − γ ) + 2(L − γ ) > 0, 
and 2(H −γ ) +5(L −γ ) > 0 (this is guaranteed for instance for H ∈ ( 9

4 γ , 10
4 γ ) and L = 1

2 γ ). We first show the construction 
of nested sets Ri , i ≥ 1: we let R1, the set of rank-1 nodes, be the set of nodes with no outgoing edges in the graph (V, Eγ ). 
In this example we have R1 = {7, 8, 9, 4}. For each i ≥ 1, we update Ri to obtain Ri+1 by including all the nodes in V \ Ri
whose outneighbors in the graph (V, Eγ ) are all in Ri . We claim that this procedure stops at some m for which Rm = V .10

This is because: (i) R1, i.e., the initial set of nodes with no outgoing edges exists as otherwise the graph (V, Eγ ) would 
have a directed cycle. (ii) at each step i either Ri = V or we can find Ri+1 such that Ri+1 \ Ri �= ∅ and all out-neighbors 
of the nodes in Ri+1 \ Ri are in Ri . Because, otherwise each node in V \ Ri would have at least one outgoing edge in 
V \ Ri , showing there exists a directed cycle in the graph (V, Eγ ) (among a subset of nodes of V \ Ri ) which contradicts 
the assumption. (iii) Finally, the process stops because there are finitely many nodes in the graph. In the example shown in 
Fig. 3 we have R2 = {7, 8, 9, 4, 2, 6}, R3 = {7, 8, 9, 4, 2, 6, 5}, R4 = {7, 8, 9, 4, 2, 6, 5, 3}, and R5 = V .

We next define the construction of the strategy profile. At step i we let all nodes in V \ Ri play their best response 
decisions regarding connecting to nodes in Ri without connecting to other nodes given the current decisions of all other 
nodes. Note that at step i the decisions of nodes in V \ Ri regarding connecting to nodes in Ri are decoupled. This holds 
because there is no directed path between any j, j′ ∈ V \ Ri over the edges formed until and including step i (since j and 
j′ only connect to nodes in Ri and there is no edge formed thus far outgoing from Ri ). This implies that the connection 
decisions of j′ does not affect j’s cost due to loss of privacy and hence its utility. In the example shown in Fig. 3 the best 
response decision of nodes in V \ R1 regarding nodes in R1 are x67 = x68 = x69 = x59 = x24 = x54 = 1 (this strategy profile 
is labeled by R1 in Fig. 3). In the second step, we let all players play their best response decision regarding the nodes 
in R2. Here, the decisions are x36 = 0 (because (H − γ ) + 3(L − γ ) < 0) and x52 = x12 = x14 = 1. In the third step, we let 
all players play their best response decisions regarding nodes in R3 resulting in the decisions x35 = x34 = x32 = x36 = x37 =
x38 = x39 = 1 because 2(H − γ ) + 5(L − γ ) > 0 and (H − γ ) + 3(L − γ ) < 0. In the fourth step, the best response decisions 
regarding nodes in R4 is x12 = x14 = 1. The construction stops as V \ R5 = ∅. The resulting network depicted in the right 
hand side of Fig. 3 is an equilibrium network.

To show that this construction leads to an equilibrium network, we will consider, for instance, node 5 and show that it 
does not have a profitable deviation at the end of the construction. The last decision that node 5 makes is at the second step 
regarding connections to nodes in R2 = {7, 8, 9, 4, 2, 6} in which she decides to connect to 2, 4, and 9. We next consider 
the possible deviations for node 5 and show that she would not deviate from her decision at the end of the construction. 
First, note that node 5 does not make a connection to nodes in {1, 3}. By construction of the nested sets, there does not 
exist a direct link on (V, Eγ ) from 5 to nodes in {1, 3}. Moreover, by construction of the strategy profile, there exists no 
(indirect) path (in the graph obtained at the end of construction) from 5 to nodes in {1, 3}. These together imply that at 
the final strategy profile, 5 would receive a negative utility by connecting to nodes in {1, 3}. Since connection decision of 5
to nodes in R2 were optimal, it follows that 5 does not have a profitable deviation, showing that the resulting profile is a 
Nash equilibrium.

Though Theorem 1 shows that pure-strategy Nash equilibria exist when there does not exist a directed cycle in the 
popular-connections graph, the existence of a directed cycle does not necessarily imply non-existence of pure-strategy Nash 
equilibria as shown in the next example.

Example 3. Consider a graph with four nodes {a, b, c, d} such that vab = vbc = vcd = vda = γ
(

1 + β
2

)
and suppose that all 

other valuations are zero, which implies that the popular-connections graph has a directed cycle of length four. Nevertheless, 
the following profile is a pure-strategy Nash equilibrium: xab = xcd = 1, and no other connections.

10 If the V consist of several subsets with no connection among them, then we apply the same construction procedure on each of those subsets.
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Note that if popular-connections graph has no directed cycle, then the pure-strategy Nash equilibrium constructed in 
Theorem 1 is the unique equilibrium network. We next show that this equilibrium is also a strong Nash equilibrium, and 
thus it is robust against deviations by coalitions.

Proposition 1. Let β > 0 and γ > 0. If the popular-connections graph has no directed cycle, then the constructed pure-strategy Nash 
equilibrium in Theorem 1 is also a strong Nash equilibrium.

This result also follows by considering the aforementioned construction of nested sets and pure-strategy Nash equilib-
rium. To see this, let us consider a subset of nodes S that has a profitable deviation. We will show that for any i ≥ 1 no 
node from Ri can belong to S . First, note that no node from R1 can belong to set S . This is because any connection that 
a node from R1 makes (regardless of other connection decisions) would result in a negative utility. We next show that no 
node from R2 \ R1 can belong to the set S . This is because any connection from nodes in R2 to nodes in V \ R2 leads to 
a negative marginal utility (regardless of other connections). Since nodes in R2 do not have a path to nodes in V \ R2, the 
decision of the nodes in V \ R2 is irrelevant for the utility of nodes in R2. Finally, the decision of nodes in R2 \ R1 regarding 
the connections to the nodes in R1 was obtained by collecting their best responses which was decoupled from the decision 
of other nodes in R2 \ R1 and hence is optimal under any coalition. The argument follows by induction on i to show that S
cannot contain any node from Ri , i ≥ 1, showing S must be empty.

The final remark in this section is that a mixed-strategy Nash equilibrium always exists, regardless of whether the 
popular-connections graph has a cycle, as shown in the next proposition.

Proposition 2. Given any valuation matrix V and transmission parameter β ∈ [0, 1], there always exists a mixed-strategy Nash equi-
librium.

The existence of a mixed-strategy Nash equilibrium follows from the game being a finite game, and then applying 
Kakutani’s fixed point theorem.

4. Characterization of pure-strategy Nash equilibria

In this section, we address the question of how changing the transmission parameter β affects the topology of the formed 
network in the equilibrium. We focus on the case where (V, Eγ ) does not contain any directed cycle. Using Theorem 1, this 
network has a pure-strategy Nash equilibrium. We show that as β increases, the network structure changes from a collection 
of long sparse chains to dense (and possibly smaller) components. Furthermore, we introduce two threshold functions using 
valuation matrix and cost parameter, and show that when transmission parameter β is lower than these thresholds, the 
edge set of the equilibrium network is a subset of Eγ . However, when transmission parameter β is larger than these 
thresholds, the equilibrium network will include low valuation edges as well, and the network is segregated into smaller 
dense components. To facilitate the statement of the theorem, we first introduce some notations and definitions, which we 
will use in the rest of the paper.

Definition 6 (Clustering coefficient and triadic closure). Consider a directed graph G = (V, E). Given the adjacency matrix 
A = [aij]i, j∈V (aij = 1 if and only if i → j), for any i ∈ V , the individual clustering coefficient of i is defined as

Ci =
∑

j �=k ai ja jkaik∑
j �=k ai ja jk

. (2)

Each non-zero term of the denominator of (2) is called a triadic, i.e., i → j → k, is a triadic associated with agent i. If 
i → j → k and i → k, then we say the triadic i → j → k is closed and i → k is the closing edge of the triadic. For instance, if 
all the triadics are closed, then the clustering coefficient of each agent is one.

We define the minimum connection loss, denoted by ιmin, as the minimum direct “damage” an agent incurs when estab-
lishing a low value connection, i.e.,

ιmin = γ − max
{

vij | vij < γ , i �= j, i, j ∈ V
}
,

and we define the maximum connection loss, denoted by ιmax, as the maximum direct “damage” an agent incurs when 
establishing a low value connection, i.e.,

ιmax = γ − min{vij | vij < γ , i �= j, i, j ∈ V}.
We refer to βγ as the minimum indirect gossip cost. We also refer to γ (1 − (1 − β)μ) as the maximum indirect gossip cost, 
where μ is the maximum min-cut among all pairs of nodes in (V, Eγ ). I.e.,

μ = max
i, j∈V

μ(i, j),

where μ(i, j) is the minimum number of edges whose removal will disconnect i from j in the graph (V, Eγ ).
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Using these definitions, we can state the phase transition result as follows11:

Theorem 2 (Phase transition in equilibrium network). Given the valuation matrix V, suppose the popular-connections graph does not 
have any cycle. In the equilibrium network, we have:

1. If the maximum indirect gossip cost is lower than the minimum connection loss, i.e., γ (1 − (1 −β)μ) < ιmin , then the edges of 
the equilibrium network is a subset of Eγ , and the individual clustering coefficient of each node is at most the individual clustering 
coefficient of that node in the popular-connections graph.

2. If the minimum indirect gossip cost is higher than the maximum connection loss, i.e., βγ > ιmax , then in the equilibrium 
network the individual clustering coefficient of each node is one.

The intuition for this theorem can be obtained by noting that the minimum connection loss is a lowerbound on the damage 
that connecting to an agent can cause (not including indirect effects), while the maximum connection loss is an upperbound. 
Therefore, when the maximum cost of indirect gossip, γ (1 − (1 − β)μ), is less than the minimum connection loss, then 
the equilibrium network will never contain an edge who is not present in the popular-connections graph. Conversely, when 
the minimum cost of indirect gossip, γ β , is greater than the maximum connection loss, an agent will always connect to a 
friend of her friend, even if she has a low direct benefit from this connection, because the cost of indirect gossip always 
exceeds this value, implying that it is always better to make a direct connection and obtain the benefit of this connection 
rather than to suffer indirect gossip. This reasoning yields the result that all triadics will be closed and thus the individual 
clustering coefficient of each agent will be one.

Remark 1. If ιmin = ιmax and μ = 1, then Theorem 2 establishes a sharp phase transition as a function of β for determination 
of the individual clustering coefficient of all agents.12

The intuition for this result is instructive. As we increase β , there are two effects loosely corresponding to the forces 
identified before, creating respectively strategic complementarity and substitutability. First, consider the decision of agent i
to connect to agent j with whom she is indirectly connected to, i.e., there exists a directed path of friendship from i to j. 
As β increases, the probability that i’s information will leak to j through indirect path increases, encouraging i to directly 
connect to j. The second force can be seen in the case when i considers connecting to individual j with whom she is not 
indirectly connected. In this case, by initiating a connection, i will expose herself to indirect leakage to j’s friends. As β
increases, this leakage becomes more likely discouraging connection from i to j.

When β is low, our result shows that the second force dominates and the network is sparse consisting only of edges 
in Eγ , i.e., agents only connect to a subset of their high valuation friends. When β is large, the first force dominates and 
generates a network in which clustering coefficients of all nodes are equal to one.13

We will demonstrate the results of Theorem 2 in the next example.

Example 4. We consider the same setting as in Example 2, where there are 9 nodes and all the high value links (shown 
in the column at the left hand side of Fig. 3) have valuation H = 9.5

4 γ and all the low value links have valuation L = 1
2 γ . 

This choice of H and L guarantees (H − γ ) + 2(L − γ ) > 0, (H − γ ) + 3(L − γ ) < 0, and 2(H − γ ) + 5(L − γ ) > 0, which 
are the same assumption as in Example 2. As ιmax = ιmin = 1

2 γ , and μ = 2, the thresholds on β predicted by Theorem 2
become β < 1 − 1√

2
and β > 1

2 . For β < 1 − 1√
2

, the equilibrium network is depicted in Fig. 4a, as predicted by part (a) 

of Theorem 2. For any β > 1
2 , the equilibrium network is depicted in Fig. 4b, as predicted by part (b) of Theorem 2. For 

instance, the clustering coefficients of nodes 1 and 3 with β < 1 − 1√
2

(Fig. 4a) are equal to 0, whereas the clustering 

coefficients of both nodes 1 and 3 with β > 1
2 (Fig. 4b) are equal to 1.

5. Triadic closure and homophily

In this section we show the emergence of triadic closure and high clustering coefficient in equilibrium network. Note 
that the results of this section hold for any valuation matrix V, i.e., we do not impose any assumptions on the popular-
connections graph.

11 Using Proposition 1 and the construction of the Nash equilibrium given in Theorem 1, the equilibrium network characterized in Theorem 2 is also a 
strong Nash equilibrium.
12 For instance, if in the graph (V, Eγ ) there is only one directed path between any two nodes, then we have μ = 1.
13 The phase transition can also be viewed as the effect of changing the cost parameter γ on the topology of network equilibrium. This is because the 

conditions γ (1 − (1 − β)μ) < ιmin and βγ > ιmax can be viewed as conditions on γ .
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Fig. 4. Equilibrium network for the setting described in Example 4. When the transmission parameter β is sufficiently large, the clustering coefficient of all 
nodes is equal to one, as highlighted in Theorem 2.

5.1. Triadic closure in equilibrium network

In the next theorem, we consider triadic closure in both pure-strategy Nash equilibrium and mixed-strategy Nash equi-
librium and establish sufficient conditions under which the triadics are closed in the equilibrium.

Theorem 3 (Triadic closure in equilibrium). Given β ∈ [0, 1], in any pure-strategy Nash equilibrium x, when xij = 1 and x jk = 1, then 
xik = 1 if

vik ≥ γ (1 − β) (1 + β �(k,x)) , (3)

i.e., triadics are closed if the valuation of the closing edge is higher than the marginal increase of the gossip cost. Similarly, in any 
mixed-strategy Nash equilibrium σ , if for i, j, k ∈ V , Pσ [xij = 1, x jk = 1] = 1, then Pσ [xik = 1] = 1, if

vik ≥ γ (1 − β) (1 + β E[�(k,σ )]) .

The intuition for this theorem can be obtained by comparing the marginal loss and the marginal benefit i incurs by 
connecting to k. The marginal benefit of connecting to k for i is vik . On the other hand, once the connections i → j and 
j → k are present, the marginal loss of connecting to k for i can be upper bounded by γ (1 − β) (1 + β �(k,x)). This 
expression can be understood by noting that the marginal loss is zero with probability β (which is the probability that i’s 
information leaks from j to k). It is non-zero with the complementary probability (1 −β), and the loss that this will impose 
on i can be upper bounded by 1 + β �(k, x), which captures the loss to i from his information leaking to k with probability 
1 and to others through k which is at most β �(k, x) (this is not equality because i’s information may leak through other 
paths, not including j and k to the rest of the network).

Theorem 3 thus shows that, if condition (3) is satisfied, all triadics will be closed. This condition is in fact not very 
restrictive, because the term γ (1 − β)(1 + β �(k, x)) will be typically small. In particular, it will tend to be small when

(a) β is close to 1, which implies that the existence of edge i → k will slightly change the cost of gossip for i, because with 
a high probability the information of i has already been leaked to k through the path i → j → k.

(b) �(k, x) is small, implying that making a connection to k would leak a small amount of information. Hence, the benefit 
of connection to k overcomes the cost of gossip by forming a connection to k and connection happens if vik > γ .

(c) γ is small which implies that the cost of gossip is small, so that agent i would connect to agent k.

Also, note that when β = 1, the right-hand side of condition (3) will be zero, which implies that in any equilibrium 
triadics will be closed.

Corollary 1. For transmission parameter β = 1, in any pure-strategy Nash equilibrium all triadics are closed, i.e., for three nodes, i, j, 
and k, if xij = 1 and x jk = 1, then xik = 1. Similarly, in the mixed-strategy Nash equilibrium σ , for i, j, k ∈ V , if we have Pσ [xij = 1,

x jk = 1] = 1, then Pσ [xik = 1] = 1.

This corollary also implies that if there is any path (not necessarily a triadic) that delivers i’s information to k, then i
must be connected to k. In other words, in the equilibrium if there exists a path i = i0 → i1 → ·· · → il = k, i.e., xi j i j+1 = 1, 
for all j ∈ {0, . . . , l − 1}, then we would have xik = 1.

As argued before, condition (3) implies that for large β , in any equilibrium all triadics are closed. We next illustrate that 
even if β is small, the existence of large connected communities will induce triadic closure in any equilibrium. The reason 
is that if an agent connects to a member of a large connected community, then her information leaks to all members of 
that community with a probability close to one, and this implies that she would prefer to connect to all members of that 
community. This ensures that all the triadics will be closed. We will illustrate this via an example.

Example 5 (Effect of community size). We consider three agents {a, b, c}, where Eγ = {(a, b), (b, c)} and suppose that all 
valuations that are greater than γ are equal to H > γ and all valuations that are smaller than γ are equal to 0 < L < γ . 
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Fig. 5. Depending on the parameters, there exist three different network equilibria.

Fig. 6. Triadic closure among communities: for sufficiently large size of communities the individual clustering coefficient of each agent is one.

Depending on the parameters γ > 0 and β > 0, and the valuations H and L, we can have three different network equilibria 
as depicted in Fig. 5. In Fig. 5b, the triadic a → b → c is not closed. We now show that if instead of three agents, we have 
three communities and community sizes are sufficiently large, then triadics are always closed. Suppose, in particular, that 
there are three communities, A, B , and C each of size n. Suppose also that valuations are given by

vij =
{

H if i, j ∈ same group or (i, j) ∈ A × B, or (i, j) ∈ B × C,

L otherwise.

In any equilibrium the agents of C are not connected to agents in other communities (as they have low valuations) and 
therefore they are connected to each other (as they have high valuations). Given this, in any equilibrium all agents in B will 
connect to each other as well as to all agents in C . We next show that in any equilibrium network for sufficiently large n
all agent of A are either connected to all nodes of B and C or are not connected to any of them depending on whether 
H + L − 2γ > 0 or not. We consider a ∈ A and let Ba and Ca denote the neighbors of a in B and C , respectively. We will 
show that if H + L − 2γ > 0, then Ba = B and Ca = C ; and if H + L − 2γ < 0, then Ba = ∅ and Ca = ∅.

• H + L −2γ > 0: first note that if Ba = ∅, then Ca = ∅ as vac < γ for all c ∈ C . But if Ba = ∅ and Ca = ∅, then there exists 
a profitable deviation for a that is to connect to all nodes in B and C to obtain the marginal utility n(H + L − 2γ ) > 0. 
Hence Ba �= ∅, i.e., there exist b ∈ Ba . For all b′ ∈ B \ Ba (if exists), we have

P[a � b′] ≥ 1 − (1 − β2)n−2,

as there are n −2 distinct paths of length 3 from a to b′ , i.e., all paths of the form a → b → b′′ → b′ for all b′′ ∈ B \{b, b′}. 
For all c′ ∈ C \ Ca (if exists), we have

P[a � c′] ≥ 1 − (1 − β2)n−1,

as there are n − 1 distinct paths of length 3 from a to c′ , i.e., all paths of the form a → b → b′′ → c′ for all b′′ ∈ B \ {b}. 
Therefore, the marginal utility a receives from connecting to all nodes in B and C is lower bounded by

|B \ Ba|
(

H − γ + γ
(

1 − (1 − β2)n−2
))

+ |C \ Ca|
(

L − γ + γ
(

1 − (1 − β2)n−1
))

which is positive for sufficiently large n provided that either Ca �= C or Ba �= B , showing Ba = B and Ca = C . Finally, note 
that all nodes of A are connected to each other since it does not incur any additional gossip cost and the equilibrium 
network is the one shown in Fig. 6b.

• H + L − 2γ < 0: similar to the previous part, for a ∈ A if there exists b ∈ Ba , then for sufficiently large n we would have 
Ba = B and Ca = C . However, a profitable deviation in this case is to disconnect from all nodes in B and C to obtain 0
instead of n(H + L − 2γ ) < 0, contradicting the assumption that there exists b ∈ B . Therefore, the only remaining case 
is to have Ba = ∅ and consequently Ca = ∅. Again, note that all nodes of A are connected to each other since it does 
not incur any additional gossip cost and the equilibrium network is the one shown in Fig. 6a.

5.2. Homophily

As noted above, homophily refers to a situation in which agents are more likely to be friends with or have links with 
others in their community than those outside their community. In this subsection, we show that when there is a slight 
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Fig. 7. Nash equilibrium vs. strong Nash equilibrium.

difference in terms of direct benefits from connecting within the community, this will lead to a significant pattern of 
homophily because of privacy concerns.

To establish these results, we will focus on the strong Nash equilibrium of the network formation game because, as the 
next example illustrates, there will sometimes also exist other, unintuitive pure-strategy Nash equilibria, but these are never 
strong Nash equilibria.

Example 6 (Nash equilibrium versus strong Nash equilibrium). Consider two groups of agents each of them of size n > 1, 
denoted by A = {a1, . . . , an} and B = {b1, . . . , bn}. We let valuations within each group be H and valuations across groups 
be L (symmetric valuations), except that valuation between ai and bi are H for i = 1, . . . , n. Also, let 0 < L < γ < H , β = 1, 
and 2H + L − 3γ < 0. One pure-strategy Nash equilibrium, for this network is shown in Fig. 7 where ai is connected to bi
for all i = 1, . . . , n and there is no other connection between agents. However, it is not a strong Nash equilibrium, because if 
all agents a1, . . . , an deviate together, disconnect from B and connect to each other, then the utility of each of them would 
be improved to n(H − γ ), instead of H − γ in the Nash equilibrium shown in Fig. 7. The strong Nash equilibrium network 
for this setting is two segregated completely connected communities as depicted in Fig. 7.

Intuitively, in strong Nash equilibrium, privacy concerns force the society to form two separate communities. The reason 
is that if an agent such as a is part of a community A and the rest of community A is connected to another community B , 
then a would benefit from connecting to all individuals in B as well, as her information is already leaking to all agents 
in B through her connections with people of her own community. However, if nodes in A decide altogether to disconnect 
from nodes in B , then this would be beneficial for all of them. This example thus illustrates why the notion of strong Nash 
equilibrium plays an important, albeit intuitive, role in the emergence of clustered networks and homophily.

Example 6 motivates our focus on strong Nash equilibria in the rest of this subsection. We will then see that strong Nash 
equilibria will feature a strong form of homophily.

Let us now focus on the two-community society (with the two groups denoted by A and B) with the following proba-
bilistic valuation pattern:

vij =

⎧⎪⎪⎨
⎪⎪⎩

L w.p. p if i, j ∈ same group
H w.p. 1 − p if i, j ∈ same group
L w.p. 1 − p if i, j ∈ different groups
H w.p. p if i, j ∈ different groups ,

where L corresponds to low valuation, and H > L to high valuation, and p ∈ [0, 1]. These preferences thus indicate that 
there is some “homophily” in preferences, but this is quite weak because H could be arbitrarily close to L. More specifically, 
within each community, agents have on average pn low valuations and across the communities agents have on average 
pn high valuations. However, we show that even in this setting the equilibrium network will be highly clustered and will 
feature homophily. We should emphasize that, though we are considering a probabilistic setting in terms of the valuation 
matrix, the game is still one of complete information, i.e., the players know the V matrix when making their choices.

Theorem 4. Consider the probability distribution of vij ’s described above. For any η > 0, there exists n0 such that for any n ≥ n0 with 
probability at least 1 − η we have.

(a) If H, L > γ , then a complete network is the only strong Nash equilibrium.

(b) If L < γ < H, then for p < min{βγ ,γ −L}
2(H−γ )+

(
3+ H−L

H−γ

)
min{βγ ,γ −L} , in any strong Nash equilibrium there exist S A ⊆ A and S B ⊆ B, each 

with size at least n 
(

1 − p
(

H−γ
min{βγ ,γ −L} + 2 + H−L

H−γ

))
such that there exist no connection from A to S B and no connection from 

B to S A .

The intuition is as follows: because of the slight preference for within-community links, there will be more within-
community connections, but this in turn implies that an agent will have further incentives to form within-community links 
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because his/her information is already likely to have been leaked to potential friends within the community. In contrast, 
he/she will refrain from links to the other community, because even a single across-community link will imply the leakage 
of his/her information to many other connected people within this other community.

Note also that the parameter p needs to be smaller than a certain threshold for this result to hold. Clearly, p needs 
to be less than 1/2, but the theorem specifies a lower threshold, which helps to ensure that there are sufficiently more 
within-community links than cross-community links in any (strong) Nash equilibrium.

6. Conclusion

The technological developments of the last decade and a half have increased the sharing of information over various 
social media. With this trend set to continue, concerns over privacy have also mounted, and are expected to become a 
growing constraint on the functioning of many online platforms. Despite the centrality of issues of privacy both in online 
platforms and in various real-world and virtual social networks, there is relatively little game-theoretic analysis of privacy 
and efforts by agents to protect their privacy.

In this paper, we took the first step in this direction by modeling how privacy concerns affect individual choices in 
the context of a network formation game (where links can be interpreted as friendships in a social network, connections 
over a social media platform or trading activities in an online platform). In the model, each individual decides which other 
agents to “befriend”, i.e., form links with. Such links bring direct (heterogeneous) benefits from friendship and also lead 
to the sharing of information. But such information can travel over other linkages (e.g., shared by the party acquiring the 
information with others), defining a percolation process over the equilibrium network. Privacy concerns are modeled as 
a disutility that an individual suffers as a result of her private information being acquired by others, and imply that the 
individual has to take into account who the friends of her new friend (and who the friends of friends of her new friend 
etc.) are.

After showing that pure-strategy Nash equilibria may fail to exist, we provided sufficient (and necessary) conditions 
for the existence of pure-strategy equilibria, and characterized their structure. Information flows over the social networks 
create both strategic complementarities and substitutabilities, which in turn lead to a phase transition result whereby small 
changes in the transmission of information over the network can fundamentally change the nature (and clustering) of the 
equilibrium network.

Our main results concern the analysis of triadic closure and homophily. We show that clustering of links and thus triadic 
closure emerges naturally because if player a is friend with b and b is friend with c, then a’s information is likely to be 
shared indirectly with c anyway, thus making it less costly for a to befriend c. Homophily also emerges as part of the 
equilibrium network formation (provided that we focus on strong Nash to avoid other potential equilibria with the flavor 
of coordination failure). This is because even an infinitesimal advantage in terms of direct benefits of friendship within a 
group makes linkages within that group more likely, in turn making information travel within that group, reducing the cost 
of making further within-group links due to loss of privacy, and thus increasing the likelihood of further within-group links.

Appendix A. Proofs of Section 3

Proof of Theorem 1. We first show a simple lemma which we will use in the proof.

Lemma 1. Let G = (V, E) be a directed graph. For any a, b ∈ V , P[a � b] increases (does not decrease) if we add any edge such as 
c → d.

Proof. We let P Ex
a (E) denote the probability of the realized graph being G = (V, E) when the strategy profile is Ex (note 

that this probability depends on node a, hence the notation). For a given strategy profile Ex , where (c, d) /∈ Ex , we have∑
E⊆Ex

P Ex
a (E)1{a � b in G = (V, E)}

=
∑

E⊆Ex

P Ex
a (E)β1{a � b in G = (V, E)} +

∑
E⊆Ex

P Ex
a (E)(1 − β)1{a � b in G = (V, E)}

≤
∑

E⊆Ex

P Ex
a (E)β1{a � b in G = (V, E ∪ {(c,d)})} +

∑
E⊆Ex

P Ex
a (E)(1 − β)1{a � b in G = (V, E)}

=
∑

E⊆Ex∪{(c,d)}, (c,d)∈E

P Ex∪{(c,d)}
a (E)1{a � b in G = (V, E)} +

∑
E⊆Ex∪{(c,d)}, (c,d)/∈E

P Ex∪{(c,d)}
a (E)1{a � b in G = (V, E)}

=
∑

E⊆Ex∪{(c,d)}
P E∪{(c,d)}

a (E)1{a � b in G = (V, E)},

which completes the proof of lemma. �
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Proof of part 1. We first prove the necessary condition by showing that if there exists a directed cycle of length at least three 
in popular-connections graph, then there exists a set of valuations V and transmission probability β for which pure-strategy 
Nash equilibrium does not exist. Given popular-connections graph, consider the smallest cycle in this graph, denoted as 
C = (Vc, Ec), where Vc = {1, . . . , k}, where k is the size of this cycle (without loss of generality we let Vc = {1, . . . , k}). We 
now assign vij ’s that are consistent with (V, Eγ ).

1. For all edges that do not belong to Eγ let vij = 0. As we have γ > 0, this guarantees that in any Nash equilibrium, 
there exists no edge between nodes i and j where vij = 0.

2. For (i, j) ∈ Eγ , where either i /∈ Vc or j /∈ Vc , let vij = ∞ (i.e., large enough). This guarantees that in any Nash equilib-
rium xij = 1.

Next, we show that there exists an assignment of vij ’s for i, j ∈ Vc for which no pure-strategy Nash equilibrium exist.
First note that as (Vc, Ec) is the smallest cycle in (V, Eγ ), for all i, j ∈ Vc such that i �= j + 1 (mod k), (i, j) /∈ Eγ

(otherwise we can find a cycle smaller than C which contradicts the fact that C is the smallest cycle). Therefore, we have 
assigned vij = 0 to those pairs, implying there is no connection among i, j ∈ Vc such that i �= j +1 (mod k). We let vi,i+1 ≥ γ
for i = 1, . . . , k (all i’s are modulus k). We now specify these valuations. We consider two cases, depending on whether k is 
odd or even.

(i) k is an odd number: let x show the connections of agents without considering connections among nodes in Vc .

Claim. There exists β̄ > 0 such that for all β < β̄ and i = 1, . . . , k, we have

min
xc

�(i,x, xi,i+1 = 1, xi+1,i+2 = 1,xc) − �(i,x, xi,i+1 = 0, xi+1,i+2 = 1,xc)

> max
xc

�(i,x, xi,i+1 = 1, xi+1,i+2 = 0,xc) − �(i,x, xi,i+1 = 0, xi+1,i+2 = 0,xc), (A.1)

where xc = (x j,( j+1) : j /∈ {i, i + 1}) shows all the connections except the ones involving i and i + 1.

Proof of Claim. first note that using Lemma 1 both sides are non-negative. We now evaluate the left hand side of (A.1). 
We let Si denote the set of out-neighbors of i for strategy vector x, when xi,i+1 = 0. Since C is the smallest cycle in 
(V, Eγ ), we have Vc ∩ Si = ∅, showing Si does not depend on the choice of xc . Also, Si does not depend on xi+1,i+2. 
For β sufficiently small, we have

�(i,x, xi,i+1 = 1,xc ∪ xi+1,i+2) = |Si| + 1 + β
∑
k∈V

∑
j∈V\(Si∪{i+1})

xi,kxk, j + O (β2)

= |Si| + 1 + β
∑
k∈Si

∑
j∈V\(Si∪{i+1})

xk, j + β
∑

j∈V\(Si∪{i+1})
xi+1, j + O (β2).

Similarly, when xi,i+1 = 0, we have

�(i,x, xi,i+1 = 0,xc ∪ xi+1,i+2) = |Si| + β
∑
k∈V

∑
j∈V\Si

xi,kxk, j + O (β2) = |Si| + β
∑
k∈Si

∑
j∈V\Si

xk, j + O (β2).

Therefore, for any given xc we have

�(i,x, xi,i+1 = 1,xc ∪ xi+1,i+2) − �(i,x, xi,i+1 = 0,xc ∪ xi+1,i+2)

= |Si| + 1 + β
∑
k∈Si

∑
j∈V\(Si∪{i+1})

xk, j + β
∑

j∈V\(Si∪{i+1})
xi+1, j −

⎛
⎝|Si| + β

∑
k∈Si

∑
j∈V\Si

xk, j

⎞
⎠+ O (β2)

= 1 − β
∑
k∈Si

xk,i+1 + β
∑

j∈V\(Si∪{i+1})
xi+1, j + O (β2).

Note that Si only depends on x and is independent of xc and xi+1,i+2. For any choice of xc , we then have

min
xc

{
�(i,x, xi,i+1 = 1, xi+1,i+2 = 1,xc) − �(i,x, xi,i+1 = 0, xi+1,i+2 = 1,xc)

}
= 1 − β

∑
k∈Si

xk,i+1 + β + β
∑

j∈V\(Si∪{i+1,i+2})
xi+1, j + O (β2)

≥ 1 − β
∑
k∈Si

xk,i+1 + β
∑

j∈V\(Si∪{i+1,i+2})
xi+1, j + O (β2)

= max
xc

{
�(i,x, xi,i+1 = 1, xi+1,i+2 = 0,xc) − �(i,x, xi,i+1 = 0, xi+1,i+2 = 0,xc)

}
,



D. Acemoglu et al. / Games and Economic Behavior 105 (2017) 255–275 269
completing the proof of claim. �
We now proceed with the proof of Theorem. We let

�min
i,i+1 = min

xc

{
�(i,x, xi,i+1 = 1, xi+1,i+2 = 1,xc) − �(i,x, xi,i+1 = 0, xi+1,i+2 = 1,xc)

}
,

and

�max
i,i+1 = max

xc

{
�(i,x, xi,i+1 = 1, xi+1,i+2 = 0,xc) − �(i,x, xi,i+1 = 0, xi+1,i+2 = 0,xc)

}
.

For any i = 1, . . . , k, we also let

vi,i+1 ∈
(
γ �max

i,i+1, γ �min
i,i+1

)
.

We now completed matrix V which is compatible with popular-connections graph. We next show that there exists no 
pure-strategy Nash equilibrium for valuation matrix V. First, note that the network with no edge from the cycle is not 
an equilibrium. This is because any agent i benefits from deviating by connecting to i + 1, and obtaining extra utility 
of at least vi,i+1 − γ�max

i,i+1 > 0. Therefore, we can find i such that i → i + 1. Without loss of generality, suppose k → 1
and let x∗ denote the equilibrium decisions. This would imply that k − 1 � k, because agent k − 1 faces a loss of at 
least γ�min

k−1,k , compared to the benefit of vk−1,k . I.e., if k − 1 connects to k, his/her utility would increase by at most 
vk−1,k − γ�min

k−1,k , which is negative. Note that the only possible deviation for node k − 1 is regarding connecting to 
node k. This is because by the choice of matrix V decision regarding connecting to any other node (irrelevant of the 
others’ decisions) is predetermined.
This in turn shows the following set of decisions k − 2 → k − 1, k − 3 � k − 2, . . . , 1 → 2, k � 1, which contradicts the 
assumption k → 1, showing that no pure-strategy Nash equilibrium exists for the assigned valuations and β ≤ β̄ .

(ii) If k is even, similar to the proof of claim, we can show there exists β̄ such that for β < β̄ we have

min
xc

{
�(i,x, x1,2 = 1, xi,i+1 = 1, xi+1,i+2 = 1,xc) − �(i,x, x1,2 = 1, xi,i+1 = 0, xi+1,i+2 = 1,xc)

}
> max

xc

{
�(i,x, x1,2 = 1, xi,i+1 = 1, xi+1,i+2 = 0,xc) − �(i,x, x1,2 = 1, xi,i+1 = 0, xi+1,i+2 = 0,xc)

}
,

and

min
xc

{
�(k,x, x1,2 = 1, xk,1 = 1, x2,3 = 1,xc) − �(k,x, x1,2 = 1, xk,1 = 0, x2,3 = 1,xc)

}
> max

xc

{
�(k,x, x1,2 = 1, xk,1 = 1, x2,3 = 0,xc) − �(k,x, x1,2 = 1, xk,1 = 0, x2,3 = 0,xc)

}
.

We let v1,2 = ∞, i.e., large enough so that we always have x12 = 1. For ease of notation, for i �= k, we define

�min
i,i+1 = min

xc

{
�(i,x, x1,2 = 1, xi,i+1 = 1, xi+1,i+2 = 1,xc) − �(i,x, x1,2 = 1, xi,i+1 = 0, xi+1,i+2 = 1,xc)

}
,

�max
i,i+1 = max

xc

{
�(i,x, x1,2 = 1, xi,i+1 = 1, xi+1,i+2 = 0,xc) − �(i,x, x1,2 = 1, xi,i+1 = 0, xi+1,i+2 = 0,xc)

}
.

Also, for i = k we define

�min
k,1 = min

xc

{
�(i,x, x1,2 = 1, xk,1 = 1, x2,3 = 1,xc) − �(i,x, x1,2 = 1, xk,1 = 0, x2,3 = 1,xc)

}
,

�max
k,1 = max

xc

{
�(i,x, x1,2 = 1, xk,1 = 1, x2,3 = 0,xc) − �(i,x, x1,2 = 1, xk,1 = 0, x2,3 = 0,xc)

}
.

Now we let v1,2 = ∞ (i.e., large enough to ensure we always have x12 = 1) and for i = 2, . . . , k − 1 we let

vi,i+1 ∈ (γ �max
i,i+1, γ �min

i,i+1).

We now consider two possible cases and show that in both of them equilibrium does not exist.
– Either 2 → 3: This would imply that k �→ 1, which in turn shows that k − 1 → k, . . . , 3 → 4, 2 �→ 3, which is a 

contradiction,
– Or 2 �→ 3: This would imply that k → 1, which in turn shows that k − 1 �→ k, . . . , 3 �→ 4, 2 → 3, which is again a 

contradiction, completing the proof.

Therefore, we showed that if there exists a cycle in popular-connections, we can construct V compatible with popular-
connections, for which pure-strategy Nash equilibrium does not exist.

Proof of part 2. We next show that the absence of directed cycles in popular-connections is sufficient for the existence of 
pure-strategy Nash equilibrium. We will construct an update rule that converges to an equilibrium in finitely many steps. 
The construction is as follows.
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Because the popular-connections graph has no directed cycle, there exist some nodes with no outgoing edges (otherwise, 
we would have a cycle). Note that if there are multiple components in (V, Eγ ) that are not connected, then we will perform 
the construction on each of them separately. We let R1 denote the set of nodes with no outgoing edges. We also let 
H1 = (V, Eγ ). In each step of the construction, we update the set R and the graph H . In the first step of the construction, 
we let all nodes to play their optimal decisions regarding the nodes in R1. We now update H1 by adding the newly created 
edges to obtain H2. We then update R1 to be the set of nodes with no outgoing edges plus the nodes with outgoing edges 
only in the set R1, and denote the updated set by R2. We now proceed to the next step of construction. In the second step, 
we let all nodes to play their optimal decisions regarding the nodes in R2. We then update H2 by adding the newly created 
edges. Finally, we update R2 to be the set of nodes with outgoing edges only in the set R2 as well as the nodes with no 
outgoing edges. We continue the steps until R becomes the entire set of nodes V . We claim that the resulting graph is an 
equilibrium network.

We first show that the construction of the sets Ri ’s is well-defined, meaning that at each step i we have either reached 
the entire set of nodes or there exists a node in V \ Ri whose all out-neighbors are in Ri . This follows from the graph not 
having a directed cycle. Because if for all nodes in V \ Ri there exists at least one out-neighbor in V \ Ri , then there exist 
a directed cycle among some nodes belonging to V \ Ri which contradicts the fact that the graph (V, Eγ ) has no directed 
cycle.

We next show that a node a that is about to be added to R at step r, will only (potentially) connect to nodes in the 
set Rr . We will show this by induction on r. For r = 1 it is evident. Suppose it holds for all i ≤ r − 1. We will show that it 
holds for i = r as well. As node a does not have any high value friend in V \ Rr and none of the nodes in Rr are connected 
to nodes in V \ Rr (by induction hypothesis), node a will only make connections to nodes in Rr . Therefore, it suffices to 
show that a will not deviate from the optimal decision he/she makes at step r. This holds because a is playing his/her 
best response regarding connecting to the nodes in Rr and all the nodes in Rr will not change their connections in the 
subsequent steps.

Next, we show that the best response dynamics converges to an equilibrium. In the first round of best response dynamics, 
all the nodes will play their optimal decisions regarding connecting to the nodes in set R1, same as the first step of the 
construction, and do not change their decisions in the rest of the best response dynamics. Because nodes do not change their 
decisions regarding connecting to nodes in R1, in the second round, all of the nodes will play their best response regarding 
connecting to nodes in R2 and do not change their decisions in the next rounds. By repeating this argument, after finite 
number of rounds the created edges would be the same as the ones that the construction steps described before, would 
create. This shows that the resulting network from following best response dynamics in finitely many rounds becomes a 
pure-strategy Nash equilibrium. �
Proof of Proposition 1. We use the same notation as in the proof of Theorem 1. Consider the constructed Nash equilibrium 
in the proof of part 2 of Theorem 1. We will show that it is a strong Nash equilibrium. Consider a set of agents S ⊆ V . 
We will show that the group S of agents does not have a profitable deviation. Note that no matter what the decisions of 
other nodes are, the nodes in S ∩ R1 will not change their decisions. Now that these nodes do not change their decisions, 
all nodes in S ∩ R2 will not change their decisions. By repeating this argument, none of the nodes in ∪r (S ∩ Rr) = S (as 
∪r Rr = V) will change their decision, showing that the resulting equilibrium in Theorem 1 is a strong Nash equilibrium. �
Appendix B. Proofs of Section 4

Proof of Theorem 2. We first introduce two notations and then proceed with proving each part of theorem separately. We 
let

	max = max{vij | vij < γ , i �= j, i, j ∈ V},
and

	min = min{vij | vij < γ , i �= j, i, j ∈ V}.
(1) We consider the construction process described in Theorem 1 and show that if the maximum indirect gossip cost is 

lower than the minimum connection loss, i.e., γ (1 − (1 − β)μ) < ιmin, no edge from V × V \ Eγ will be included in 
the equilibrium. Note that if the popular-connection graph does not contain any directed cycle, then the equilibrium 
network is unique. Hence, without loss of generality, we can follow the procedure described in Theorem 1. We use the 
same notation as the one used in the proof of Theorem 1 given in Appendix A. By induction on the step number, we 
will show that for any r ≥ 1 at step r no node will connect to a node in V × V \ Eγ . This evidently holds for r = 1. 
Suppose this holds for all steps r < i. We will show that it holds for step r = i as well. Suppose that node a in step 
i wants to connect to node b ∈ Ri that is not a neighbor of a in (V, Eγ ). Also, suppose b is the highest ranked node 
added to R with this property. We have vab < γ . If a connects to b, then we have

�(a,x, xab = 1) − �(a,x, xab = 0) ≥ (1 − β)μ,

where μ is the maximum min-cut among all pairs of nodes in (V, Eγ ). The reason is based on the following three 
facts:
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1) P[a � b|x, xab = 1] = 1 as there is a direct link from a to b.
2) P[a � b|x, xab = 0] ≤ 1 − (1 − β)μ(a,b) by the induction assertion that there exist no edges besides the ones in Eγ

for all steps r < i and b is the highest ranked node added to set R . Note that given xab = 0, a �� b if all edges of a 
min-cut between a and b in (V, Eγ ) are not active. Since the size of a min-cut between a and b is at most μ (i.e., 
μ(a, b) ≤ μ) and each edge is not active with probability 1 − β , we have

P[a �� b|x, xab = 0] ≥ (1 − β)μ.

3) P[a � c|x, xab = 1] ≥ P[a � c|x, xab = 0], for any c �= b as more connections make the gossip more probable 
(Lemma 1).

Therefore, the marginal utility of a from connecting to b is

ua(x, xab = 1) − ua(x, xab = 0) = vab − γ (�(a,x, xab = 1) − �(a,x, xab = 0))

≤ vab − γ (1 − β)μ ≤ 	max − γ (1 − β)μ = γ − ιmin − γ (1 − β)μ < 0,

as we have γ
(
1 − (1 − β)μ

)
< ιmin. This shows that the resulting Nash equilibrium only contains a subset of the edges 

in Eγ .
(2) We show that by following the construction given in the proof of Theorem 1, all triadics are closed. We show by 

induction that by following the procedure given in the proof of Theorem 1 at step r, all nodes must have closed all 
the possible triadics, for any r. This evidently hold for r = 1. Suppose that this statement holds for r ≤ i, we will show 
that it holds for r = i + 1. Suppose at step r, node a is connected to b ∈ Rr , b is connected to c ∈ Rr , and a �→ c. Also, 
suppose that c is the first node (lowest ranked) added to the set R with this property. Because a �→ c and a → b → c, 
we have that P[a � c] ≥ β . Next, we show that a can make a profitable deviation by connecting to c. If a connects to c, 
then P[a � c] = 1 and a receives a direct benefit equal to vac from connecting to c. Moreover, because c is the first 
node with this property, we have P[a � d|xac = 1] = P[a � d|xac = 0], for all d. Therefore, the marginal utility of a from 
connecting to c is

ua(x, xac = 1) − ua(x, xac = 0) = vac − γ (�(a,x, xac = 1) − �(a,x, xac = 0))

≥ 	min − γ (1 − β) = γ − ιmax − γ (1 − β) > 0,

as we have ιmax < γβ . This shows that a would connect to c as well. Therefore, all triadics are closed in the equilibrium 
network.

This completes the proof. �
Appendix C. Proofs of Section 5

Proof of Proposition 3. We first show a simple lemma that we will use in the proof.

Lemma 2. Suppose that x1, . . . , xn is a pure-strategy Nash equilibrium for a given set of vij ’s and a given β . For any i and j, we have 
xij = 1 if

vi j − γ
(
�(i,x, xij = 1) − �(i,x, xij = 0)

)≥ 0.

Proof. We have xij = 1 if

ui(x, xij = 1) − ui(x, xij = 0) ≥ 0.

Therefore, xij = 1 if vij − γ
(
�(i,x, xij = 1) − �(i,x, xij = 0)

)≥ 0. This completes the proof of lemma. �
We now proceed with the proof of Theorem.

Proof of part (a). Using Lemma 2, xik = 1 if

vik ≥ γ
(
�(i,x, xik = 1, xij = 1, x jk = 1) − �(i,x, xik = 0, xij = 1, x jk = 1)

)
.

We also have that

�(i,x, xij = 1, x jk = 1, xik = 1) − �(i,x, xij = 1, x jk = 1, xik = 0)

=
∑
l∈V

P[i � l|x, xij = 1, x jk = 1, xik = 1] − P[i � l|x, xij = 1, x jk = 1, xik = 0]

= (
P[i � k|x, xij = 1, x jk = 1, xik = 1] − P[i � k|x, xij = 1, x jk = 1, xik = 0])
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+
∑
l∈V
l �=k

P[i � l|x, xij = 1, x jk = 1, xik = 1] − P[i � l|x, xij = 1, x jk = 1, xik = 0]

≤ (1 − β) +
∑
l∈V
l �=k

P[i � l|x, xij = 1, x jk = 1, xik = 1] − P[i � l|x, xij = 1, x jk = 1, xik = 0]

≤ (1 − β) + (1 − β)β�(k,x),

where the first inequality follows from P[i � k|x, xij = 1, x jk = 1, xik = 1] = 1 and P[i � k|x, xij = 1, x jk = 1, xik = 0] ≥ β . The 
second inequality holds because with probability β , j → k which makes the two terms P[i � l|x, xij = 1, x jk = 1, xik = 1,

j → k] and P[i � l|x, xij = 1, x jk = 1, xik = 0, j → k] equal. With probability 1 − β , j �→ k and the difference between the 
two terms is bounded by the gossip of k with the extra factor of β to account for the first hop going out from k. Therefore, 
if vik ≥ γ (1 − β)(1 + β�(k, x)), we have xik = 1.

Proof of part (b). Letting x∗
i ∈ support(σi), we have

x∗
i ∈ argmax

xi∈{0,1}n
ui(xi,σ−i),

where

ui(xi,σ−i) = Eσ [ui(xi,x−i)] =
∑
j �=i

vi jxi j − γEσ [�(i,x)].

Using Lemma 2, we have x∗
ik = 1 if

vik − γEσ [�(i,x, x∗
ik = 1) − �(i,x, x∗

ik = 0)] ≥ 0.

Because Pσ [xij = 1, x jk = 1] = 1, using the same argument as in part (a), we obtain

Eσ [�(i,x, x∗
ik = 1) − �(i,x, x∗

ik = 0)] ≤ (1 − β) + (1 − β)βEσ [�(k,σ )].
Therefore, if vik ≥ γ (1 − β) (1 + βEσ [�(k,σ )]), then for any x∗

i ∈ support(σi), we have x∗
ik = 1, which in turn shows 

Pσ [xik = 1] = 1. �
Proof of Theorem 4.

(a) Because both L and H are greater than γ , xij = 1 for all i, j ∈ V is the only Nash equilibrium.
(b) We use the following Chernoff–Hoeffding bound in this proof (see e.g. Dembo and Zeitouni, 1998).

Lemma 3 (Dembo and Zeitouni, 1998). Let Z1, . . . , Zn be independent Bernoulli (Zi ∈ {0, 1}) random variables with P[Zi = 1] =
pi . Then for any 0 < δ < 1, we have that

P

[
n∑

i=1

Zi ≤ (1 − δ)

n∑
i=1

pi

]
≤ exp

(
−δ2

3

n∑
i=1

pi

)
,

P

[
n∑

i=1

Zi ≥ (1 + δ)

n∑
i=1

pi

]
≤ exp

(
−δ2

3

n∑
i=1

pi

)
.

Given this lemma, we now prove the theorem. For any a ∈ A, we let rH
a (A) denote the ratio of H ’s among all vaa′ for 

a′ ∈ A. We also let rL
a (B) denote the ratio of L’s among all vab for b ∈ B . Similarly, we define rH

b (B) and rL
b (A) and let 

δ > 0 to be a small enough number (we will specify later). For any a ∈ A, we let Za(A) = 1{rH
a (A) ≥ (1 − p − δ)} which 

are independent binary random variables. Similarly, we define Zb(B) = 1{rH
b (B) ≥ (1 − p − δ)}. Also define Za(B) =

1{rL
a (B) ≥ (1 − p − δ)}, and Zb(A) = 1{rL

b(A) ≥ (1 − p − δ)}. Using Lemma 3, for any a, we have

P [Za(A) = 0] = P

[
rH

a (A) ≤ (1 − p − δ)
]

= P

[∑
a′∈A

1{vaa′ = H} ≤ (n − 1)(1 − p − δ)

]

≤ exp

(
−(n − 1)

δ2

3(1 − p)

)
. (C.1)

Similarly, for any a, we have
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P [Za(B) = 0] = P

[
rL

a (B) ≤ (1 − p − δ)
]

= P

[∑
b∈B

1{vab = L} ≤ n(1 − p − δ)

]

≤ exp

(
−n

δ2

3(1 − p)

)
. (C.2)

We next define a joint event as

E =
⋂
a∈A

{Za(A) = 1}
⋂
b∈B

{Zb(B) = 1}
⋂
a∈A

{Za(B) = 1}
⋂
b∈B

{Zb(B) = 1} .

Using union bound along with eq. (C.1) and (C.2), we obtain

P[E] ≥ 1 − 4n exp

(
−(n − 1)

δ2

3(1 − p)

)
. (C.3)

Therefore, for any η there exist n0 such that for any n ≥ n0 we have P[E] ≥ 1 − η. In the rest of the proof we consider 
a draw of vij ’s that belongs to the event E , which happens with probability at least 1 − η. For any node a ∈ A, we let 
da(A) denote the number of nodes a′ ∈ A such that xaa′ = 1. We also let da(B) denote the number of nodes b ∈ B such 
that xab = 1.

Claim 1. For any � < 1, there exists a set S A ⊆ A of size at least n(1 − �) such that for all a ∈ S A , we have da(A) ≥(
� − (p + δ)

(
1 + H−L

H−γ

))
n (similar statement holds for B).

Proof of Claim 1. The claim evidently holds for � < (p + δ)(1 + H−L
H−γ ). We next prove the claim for � ≥ (p +

δ)(1 + H−L
H−γ ). Suppose the contrary, meaning there exist at least n� individuals in A with degree less than (

� − (p + δ)(1 + H−L
H−γ )

)
n. The utility of each of these individuals is less than n 

(
� − (p + δ)(1 + H−L

H−γ )
)

(H − γ ) +
(p + δ)n(H − γ ) = n (�(H − γ ) − (p + δ)(H − L)), where the first term is the maximum utility they obtain by con-
necting to nodes in A and the second term is the maximum utility they obtain by connecting to nodes in B . If all 
of them deviate altogether and connect to each other, then the utility of each of them is greater than or equal to 
(n� − n(p + δ)) (H − γ ) + n(p + δ)(L − γ ), where the first term is utility they obtain from high value links and the 
second term is the utility they obtain from low value links. Since, we have a strong Nash equilibrium, it cannot be the 
case that all these individuals benefit from this deviation, proving Claim 1.

Claim 2. For

p <
min{βγ ,γ − L}

2(H − γ ) +
(

3 + H−L
H−γ

)
min{βγ ,γ − L}

and

� = p

(
H − γ

min{βγ ,γ − L} + 2 + H − L

H − γ

)
,

there exists sufficiently small δ for which none of the individuals in A is connected to S B and none of the individuals in B is 
connected to S A .

Proof of Claim 2. Suppose the contrary, meaning there exists b ∈ B that is connected to a subset of the agents in S A . If 
agent b disconnects from S A , then his/her marginal utility is lower bounded by

− x(H − γ ) − y(L − γ ) + βγ max

{((
� − (p + δ)

(
1 + H − L

H − γ

))
n − x − y

)
,0

}
, (C.4)

where x is the number of high valuation links from b to S A and y is the number of low valuation links from b to S A . 
The minimum of (C.4) is the solution of the following problem.

min − x(H − γ ) − y(L − γ ) + βγ max

{((
� − (p + δ)

(
1 + H − L

H − γ

))
n − x − y

)
,0

}
s.t. x, y ≥ 0, x + y ≤ n(1 − �), x ≤ (p + δ)n. (C.5)

Given the specified conditions on p and �, the solution to (C.5) becomes

n (−(p + δ)(H − γ )) + n

((
� − (p + δ)

(
1 + H − L

H − γ

)
− (p + δ)

)
min{βγ ,γ − L}

)
,
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which is positive for small δ (given the specified p and �). Thus, there exists sufficiently small δ for which disconnecting 
from S A is profitable for b, hence showing Claim 2. Therefore, for any η, there exists n0 such that for n ≥ n0 with 
probability at least 1 − η there exists subset S A of A and subset S B of B each with size at least

n

(
1 − p

(
H − γ

min{βγ ,γ − L} + 2 + H − L

H − γ

))

such that no individual from B is connected to S A and no individual from A is connected to S B .

This completes the proof of theorem. �
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