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Abstract

The earnings of individuals depend on the demand for the factor services they supply.
International trade may therefore affect earnings inequality because either: (i) foreign
consumers and firms demand domestic factor services in different proportions than
domestic consumers and firms do, an export channel; or (ii) domestic consumers and
tirms change their demand for domestic factor services in response to the availability
of foreign goods, an import channel. Building on this idea, we develop new measures
of export and import exposure at the individual-level and provide estimates of their in-
cidence across the earnings distribution. The key input fed into our empirical analysis
is a unique administrative dataset from Ecuador that merges firm-to-firm transaction
data, employer-employee matched data, owner-firm matched data, and firm-level cus-
toms transaction records. We find that export exposure is pro-middle class, that import
exposure is pro-rich, and that, in terms of overall incidence, the import channel is the
dominant force. As a result, earnings inequality in Ecuador is higher than it would be
in the absence of trade.
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1 Introduction

Some individuals participate in the world economy. They own, work for, or sell to the sup-
ply chains of global firms that export and import. Others do not. What is the impact of
such differences on earnings inequality? If a country’s exports and imports were suddenly
to drop to zero, because of some extreme policy or natural disaster, would its distribution
of earnings become more or less equal?

In this paper, we propose to revisit these classical questions using an intuitive supply
and demand framework. The basic idea upon which our analysis builds is that, for any
country, international trade amounts to a shift in the demand for its domestic factor ser-
vices. This occurs either because foreign consumers and firms demand domestic factor
services in different proportions than domestic consumers and firms do, an export channel,
or because domestic consumers and firms change their demand for domestic factor services
in response to the availability of foreign goods, an import channel. This suggests (i) measur-
ing differences in trade exposure across individuals by evaluating the extent to which the
opportunity to export and import shifts the demand for the factor services they supply,
and (ii) estimating the overall incidence of international trade on earnings inequality by
estimating the elasticity of the demand for these factor services.

The key input fed into our empirical analysis is a unique administrative dataset from
Ecuador that merges firm-to-firm domestic trade data, employer-employee matched data,
owner-firm matched data, and firm-level customs transaction records over the period 2009-
2015. On the export side, this allows us to measure the extent to which individuals across
the earnings distribution, be they workers or capital owners, sell their factor services abroad,
either directly through the exports of their firms or indirectly through the exports of the
firms supplied by their firms, the exports of the firms supplied by the firms that their firms
supply, etc. Likewise, on the import side, this dataset allows us to measure the extent
to which firms purchase imports, either directly or indirectly, and, in turn, to infer how
changes in import prices affect the demand for the factor services supplied by both their
workers and capital owners.

Our main empirical findings about the relationship between international trade and
the relative earnings of individuals in Ecuador can be summarized as follows. In terms of
exposure, export exposure is pro-middle class—in the sense that foreign demand tends to
raise the relative demand for the factors owned by individuals in the middle of Ecuador’s
income distribution—whereas import exposure is pro-rich—in the sense that cheaper for-
eign goods tends to raise the relative demand for the factors owned by individuals at the
top of that distribution. In terms of overall incidence, the import channel is the dominant



force, making trade increase earnings inequality in Ecuador.

Section 2 lays out the theoretical foundations of our analysis. We consider an econ-
omy with price-taking consumers, each endowed with primary factors of production, and
price-taking firms, each endowed with a constant-returns-to-scale technology. In this gen-

eral neoclassical environment, we show that domestic factor prices, w, must solve
L(w,p*)=L-L",

where p* is the vector of import prices; L* is the factor content of exports, as in Leontief
(1953); L is the total supply of domestic factors; and L(-,-), is the domestic factor demand
system that arises from domestic preferences and technology. This novel structural rela-
tionship summarizes how competitive markets determine domestic factor prices, regard-
less of whether an economy is open or closed, and provides the bedrock of our subse-
quent analysis. It underpins how we measure export and import exposure across individ-
uals—by computing the extent to which variation in L* and p* shifts the demand for their
factor services—as well as how we estimate the overall incidence of such exposure—by
calculating the changes in factor prices that obtain when L* and p* are sequentially taken
to their autarkic limits, L* — 0 (the export channel) and p* — oo (the import channel).!

Section 3 introduces an empirical model of Ecuador’s domestic factor demand in which
both export and import channels may be active. It is designed to harness the richness of
our firm-level micro-data in a parsimonious manner. We assume that domestic consumers
have nested CES demand for final goods, whereas firms have nested CES demand for inter-
mediate goods and factors. Crucially, we place no restriction on firm-level heterogeneity
in demand for domestic factors and foreign goods, or on firms” export behavior. As such,
every individual’s own exposure to exports and imports is similarly unrestricted, while
the incidence of such exposure can be inferred in an intuitive manner from the extent to
which consumers and firms reallocate expenditure in response to changes in good and
factor prices.

Section 4 uses administrative tax data to measure these differences in trade exposure
across Ecuador’s income distribution. Starting from the above structural relationship, we
say that individuals” earnings are more exposed to exports if their factor services are dis-
proportionately demanded abroad (i.e. if L;Z/ Ly is high for the factors f that they own).
This is directly observable by applying Leontief’s (1953) procedure at the level of firms and
then matching firms to individuals. Likewise, we say that individuals’ earnings are more

The critical assumption behind our approach is perfect competition in factor markets, not good markets.
We come back to this point in Section 2.4.



exposed to imports if changes in import prices lead to larger shifts in the domestic demand
for their factor services (i.e. if [dInL¢(w,p*) /dInp*| is high for the factors f that they own).
In our empirical model, these differences in substitutability between domestic factors and
foreign imports can be measured directly from the covariance between factor shares em-
bodied in different firms” domestic final sales and (direct and indirect) import cost shares
of those same firms.

In Ecuador, we find that export exposure is broadly pro middle-class, in the sense that,
on average, individuals in the middle of the income distribution export a higher fraction of
their factor services, mostly labor, to the rest of the world. In contrast, import exposure is
pro-rich because Ecuadorian firms employing more educated workers also tend to import
intermediate goods. When imports become cheaper, the relative demand for these workers
goes up, benefiting high-income individuals disproportionately more.

To go from exposure to incidence, Section 5 estimates our model of Ecuador’s domestic
factor demand. Domestic factor demand is a function of two micro-level demand elas-
ticities: the elasticity of substitution between domestic factors of production, within each
tirm, and the elasticity of substitution between final goods, within each sector. To deal with
potential simultaneity bias in the estimation of these demand parameters, we construct
shift-share instrumental variables that leverage variation in exposure to export and import
shocks across factors and goods. We estimate elasticities of substitution between factors
and between goods that are both around 2. Combined with the rest of our micro-level
dataset, the values of these two parameters identify Ecuador’s domestic factor demand.

Section 6 offers, before proceeding to our counterfactual analysis, a test of the fit of our
empirical model. We view this as an important step, distinct from standard practices in
the quantitative trade literature, but necessary to establish the credibility of our estimates
of the overall incidence of trade on earnings inequality. To do so, we return to the struc-
tural relationship between domestic factor prices, w, foreign import prices, p*, and the
factor content of exports, L*, emphasized by our theoretical analysis. Since we have esti-
mated Ecuador’s domestic factor demand system indirectly through the estimation of two
micro-level elasticities governing firm- and consumer-level responses, there is a priori no
reason why the observed response of domestic factor prices to changes in import prices and
the factor content of exports should coincide with the response predicted by our empiri-
cal model. In practice, preferences and technology may not be nested CES, and markets
may not be competitive and adjust frictionlessly. Remarkably, however, under the same
orthogonality conditions imposed to estimate micro-level elasticities, we cannot reject the
null that observed and predicted responses of domestic factor prices to import and export
shocks are identical, up to a first-order approximation.



Section 7 concludes by using our estimated domestic factor demand system to eval-
uate the overall incidence of trade on earnings inequality. We do so by comparing the
distribution of earnings observed in Ecuador in 2012, the mid-point of our sample, to the
counterfactual distribution that would have been observed in the absence of trade. Quanti-
tatively, we find that the import channel dominates the export channel: international trade
increases earnings inequality in Ecuador, especially in the upper-half of the income distri-
bution. Specifically, trade generates gains that are around 7% larger for those at the 90th
percentile than those at the median, and up to 11% larger in the case of Ecuador’s top-
percentile earners for whom capital ownership is particularly important. These findings
are qualitatively robust to a range of alternative assumptions about technology, prefer-

ences, and factor supply, including the introduction of informal workers in our sample.?

Related Literature

The literature on trade and inequality is rich and varied, from applied theory work (e.g.,
Stolper and Samuelson, 1941; Grossman and Rossi-Hansberg, 2008; Helpman et al., 2010)
to reduced-form evidence (e.g., Hanson and Harrison, 1999; Attanasio et al., 2004; Autor
et al., 2013) to structural empirical approaches (e.g., Artuc et al., 2010; Galle et al., 2017;
Burstein and Vogel, 2017). A non-exhaustive list of recent surveys includes Goldberg and
Pavcenik (2007), Feenstra (2010), Harrison et al. (2011), Helpman (2018), Muendler (2017),
Pavcnik (2017), and Hummels et al. (2018).

Our analysis is most closely related to the “factor content approach” to trade and in-
equality, whose empirical application was popularized in the 1990s (Murphy and Welch,
1991; Borjas et al., 1992; Katz and Murphy, 1992; Wood, 1995; Borjas et al., 1997) despite be-
ing the subject of heated debate (Deardorff, 2000; Krugman, 2000; Leamer, 2000). We offer a
generalization of that approach that aims to maintain what we view as its main appeal—an
intuitive supply and demand framework—while improving on its theoretical foundations
and empirical implementation.

On the theory side, Deardorff and Staiger (1988) provide the foundations of the original
factor content approach. In a Heckscher-Ohlin model with Cobb-Douglas preferences and
technology, they show that if all sectors are import-competing, then net exports of factor
services are sufficient statistics for computing changes in relative factor prices resulting
from a hypothetical move to autarky.? Deardorff (2000) generalizes this result to the case of

ZWhile these findings imply that, in Ecuador, rich individuals gain relatively more from trade than poor
ones do, the absolute level of gains is positive and large for all individuals in all the variations of our model
that we consider.

3In addition to providing the theoretical foundations of the original factor content approach, Deardorff

4



CES utility and production functions with equal elasticities. Our novel structural relation-
ship provides a generalization of these results that dispenses with parametric restrictions
on preferences and technology. It stresses the importance of computing the factor content
of gross rather than net exports as a measure of trade exposure. Net exports are sufficient
statistics only if domestic and foreign factors are perfect substitutes, an unattractive as-
sumption from an empirical standpoint.* More generally, changes in relative factor prices
depend on gross factor exports (our export channel) and the elasticity of domestic factor
demand with respect to foreign import prices (our import channel).

On the measurement side, we use our structural relationship to construct individual
measures of export and import exposures. The original factor content approach focuses on
a small number of factors of production, typically college and non-college graduates, and
measures the factor content of exports and imports using coarse input-output matrices.” It
is well known that such data may mask tremendous heterogeneity, both in terms of factor
price changes within groups as well as in terms of factor intensity within sectors, in partic-
ular between firms that are globally engaged and those that are not (Bernard and Jensen,
1999; Bernard etal., 2007b). In contrast, by combining data on firm-to-firm transactions and
tirm-level international transactions (as in, for example, Huneeus, 2018, Spray and Wollf,
2018, Bernard et al., 2019, Alfaro-Urena et al., 2019, Demir et al., 2020, and Dhyne et al.,
2021) with worker-firm and owner-firm matches, we are able to construct an individual-
level version of the national income and product accounts and solve the previous factor
content measurement issues. This granularity and inclusion of capital earnings also opens
up the possibility to study the impact of trade on top income inequality (Piketty and Saez,
2003; Piketty et al., 2018; Smith et al., 2019).

On the estimation side, our structural relationship is valid both for an open and a closed
economy. This allows us, before conducting counterfactual analysis by taking relative ex-
port exposure and foreign good prices to their autarkic limit values, to test whether our
empirical model can replicate, within sample, the observed response of domestic factor
prices to changes in these two statistics. It also allows us to resolve a fundamental incon-
sistency of existing applications of the original factor content approach. The elasticity of

substitution that enters Deardorff’s (2000) formula is the elasticity of substitution between

and Staiger (1988) also offer more general correlation results that relax the Cobb-Douglas assumption.

4Focusing on net exports also raises the question of how one should measure the domestic factor content
of imports. In the empirically relevant case of no domestic production of some goods, there is no direct
way to measure the domestic factors that would be needed to domestically produce imports under autarky.
Wood (1995) offers important discussions of this issue as well as a method for indirectly estimating the
previous quantities from foreign production data.

5This is the same type of data used in Leontief’s (1953) original factor content computations and in
canonical Heckscher-Ohlin-Vanek tests (Bowen et al., 1987; Trefler, 1993, 1995; Davis and Weinstein, 2001).

5



domestic factors in a hypothetical autarkic economy, not the elasticity of substitution in
the observed trade equilibrium that has been estimated by Katz and Murphy (1992) among
others. Indeed, for Deardorft’s (2000) formula to be valid, the elasticity of substitution in the
observed trade equilibrium should be infinite. Put together, we find that these theoretical
and empirical extensions to the original factor content approach matter, both qualitatively
and quantitatively, for our conclusions.

In emphasizing the economics of factor supply and factor demand, our analysis also re-
lates to Adaoetal. (2017) who made the case for estimating global factor demand in order to
study the impact of changes in trade costs on (factoral) terms-of-trade between countries.
Here, instead, we stress the need to estimate domestic factor demand to study the overall
impact of trade on (factoral) terms-of-trade between individuals within a single country.
Along the way, we build a bridge between the original factor content approach and recent
empirical work based on heterogeneous variation in exposure to a variety of observed trade
shocks (e.g., Autor et al., 2014; Hummels et al., 2014; Pierce and Schott, 2016; Dix-Carneiro
and Kovak, 2017). In contrast to more recent empirical work, and in line with the original
factor content approach, we remain interested in the overall impact of trade on earnings
inequality, rather than the impact of specific shocks. But in line with more recent empirical
work, and in contrast to the original factor content approach, we give center stage to the
observed response of factor prices to foreign shocks in order to strengthen the credibility
of our empirical conclusions.

Finally, we note that, throughout this paper, we focus on relative rather than real factor
prices and that we use the terms “inequality” and “earnings inequality” interchangeably.
A number of papers have also studied how international trade may affect the distribution
of real income across individuals by differentially affecting the costs of living faced by indi-
viduals with heterogeneous or non-homothetic preferences, either by drawing on survey
data (Porto, 2006), cross-country data (Fajgelbaum and Khandelwal, 2016), or household
scanner data (Borusyak and Jaravel, 2018). Our analysis has nothing to say about the im-

pact of trade on inequality through such cost-of-living considerations.®

6Among the previous papers, Porto (2006) and Borusyak and Jaravel (2018) also evaluate the earnings
consequences of heterogeneous exposure to exports and imports across individuals (in the context of
Argentina and the US, respectively). We expand on the earnings-channel side of these studies by developing
a model that allows for firm-level input-output linkages and firm-level heterogeneity in factor intensity (as
observed in our administrative micro data from Ecuador).
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2 How Does Trade Affect Earnings Inequality?

The goal of this section is to demonstrate how the impact of trade on inequality can be an-
alyzed in terms of factor supply and factor demand, with trade acting as a shifter of factor
demand either through (the price of) imports or (the volume of) exports. In line with our
subsequent analysis, we focus on a neoclassical environment in Sections 2.1-2.3 and delay

the discussion of increasing returns and imperfect competition to Section 2.4.

2.1 Neoclassical Environment

Consider an economy, Home, with many consumers, indexed by i € Z, and many firms,
indexed by n € N, each potentially able to trade with many foreign firms, n € N'*. We do
not impose any restrictions on supply and demand conditions in the rest of the world.

Domestic Consumers. Consumers own local factors of production, f € F, and choose
their consumption of domestic goods, g; = {,,; }, in order to maximize their utility subject
to their budget constraint,

H}ﬁx{ui(qz')|i9'%'=w'7i}r (1)

where p = {p,} > 0 is the vector of domestic good prices; w = {wy} > 0 is the vector of
factor prices; I[; = {lf;} > 0 is consumer i’s vector of factor endowments; u; is continuous
and strictly quasi-concave for all i € Z; and - denotes the inner product of two vectors.” We
let d;(p,w) denote the unique solution to (1) and D(p,w) = {Y;c7pndi »(p,w)} denote the
associated vector of total domestic expenditure.

Domestic Firms. Domestic firms n € N/ choose their output, v, their demand of domes-
tic and foreign intermediates, m, = {m,, } and m}, = {m},}, and their demand of domestic

factors, Iy ={l¢, } fe 7, in order to maximize their profits,

max *{Pnyn_w'ln_P‘mn_P* My |Yn < fu(lnmn,my) }, )

]/n/ln/mn My

"Economies with elastic labor supply are nested by treating leisure as an additional non-traded good.
Roy models, as in Ohnsorge and Trefler (2007), Costinot and Vogel (2010), and Grossman et al. (2017), are
also nested by treating workers with different productivity levels across sectors or occupations as distinct
factors of production. Finally, since we will allow for trade in intermediate goods, the assumption that
foreign goods do not directly enter the utility function of domestic consumers is also without loss. Imports
of final goods are captured by the sales of “domestic” firms that produce using zero domestic factors, zero
domestic intermediate goods, and only foreign intermediate goods. In practice, all imports in our dataset
are accounted for by firms with at least some domestic value added.
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where p* ={p;,} >0is the vector of foreign good prices and f, is continuous, strictly quasi-
concave, and homogeneous of degree one.® We further assume that some domestic factor
or foreign intermediate is essential in production, i.e., f,(0,m,,0) =0 for all n € A/, and that
all goods can be produced, i.e. there exists {I,,m,,m};} such that fy, (I, m,,m}) >3 .c\rMnr
for all n € V. The associated unit-cost minimization problem is

cn(p.p* w) El min *{p-mn+p* My W Ln|[ 1< f (Ly i my) }
For future reference, we let (I,(p, p*,w), m,(p,p*,w),m};(p,p*,w)) denote the unique so-
lution to this problem, A(p,p*,w) = {x7,(p,p*,w)} denote the matrix of domestic factor
shares, x7,(p,p*,w) = wels, (p,p*,w)/cu(p,p*,w), and M(p,p*,w) = {xur(p,p*,w)} denote
the domestic input-output matrix, with x,,(p,p*,w) = ppm, (p,p*,w) /c;(p,p*w).

Market clearing. Domestic good and factor market clearing requires

Yn= Z My + qu-—i—en,for allneN, 3)
reN i€eZ
Y lu=Ly forall fe F, (4)
neN

where e = {e, },car > 0 is the vector of exports from Home to the rest of the world and
Li= Yierl fi 18 the total supply of factor f at Home.

Competitive equilibrium. We are now ready to define a competitive equilibrium.

Definition 1. Given (p*,e), a competitive equilibrium at Home corresponds to an allocation

({95, 7} icz AYn 10,1, m0,7,M;, 1 Ynen) and a vector of prices (pr,wr) such that: q; T solves (1) for
all i € T; (Y, /n,T,mMu,7,/m;, 1) s0lves (2) for all n € N'; and conditions (3) and (4) hold.

Throughout our analysis, we assume that factor endowments, {I;}, production func-
tions, {f,}, and the foreign variables, (p*,e), are such that a competitive equilibrium at
Home exists. Note that our definition focuses on domestic equilibrium conditions and

treats the price of foreign goods, p*, as well as the quantities imported by foreigners, e, as

80ffshoring by domestic firms, as in Grossman and Rossi-Hansberg (2008), is nested by adding services
supplied by workers located in the rest of the world to the vector of foreign intermediate goods ;. Note
that in contrast to a standard Heckscher-Ohlin model, we let domestic and foreign goods be imperfect
substitutes, an important feature for the impact of trade on inequality, as we discuss in Sections 2.4 and 7.2.

Consistent with the use of firm-level transaction data from VAT records in our empirical analysis, we
define cells of the domestic input-output matrix at the “firm-firm” level. While this leads to significantly
more entries than in a traditional input-output matrix defined at the “sector-sector” level, we note that this
abstracts from any further product-level heterogeneity on either the selling or buying side.
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parameters. For the purposes of analyzing how imposing import tariffs on foreign goods
or how specific foreign shocks affect inequality, one would need to specify the foreign sup-
ply and demand conditions that would ultimately pin down p* and e. For the purposes
of estimating the overall impact of trade on inequality, however, one can remain agnostic

about such conditions, as we demonstrate next.

2.2 Factor Demand, Factor Supply, and Factor Prices

To highlight how factor demand and factor supply considerations determine factor prices
and prepare our analysis of the impact of trade on inequality, we propose to eliminate the
vector of domestic good prices p by using the zero profit conditions, p, = c,(p,p*,w) for
all n € N!0 That is, we view good prices as determined by input prices, p*and w, not
the other way around, a point we come back to when discussing Stolper and Samuelson’s
(1941) Theorem in Section 2.4.

The existence of a unique solution, p(p*,w) >0, to the system of zero-profit conditions
derives from Samuelson’s (1951) Nonsubstitution Theorem.!! Using the previous solution
to eliminate good prices in the demand of domestic consumers and firms, we can then

define Home’s domestic factor demand system as follows.

Definition 2. Home’s domestic factor demand system, L(p*,w) ={L¢(p*,w) }, is given by

{weLs(p*w); = A(p(p*w),p*,w)B(p(p*w),p"w)D(p(p"w)w), (5)

where B(p,p*,w) = Z]?"’:OMj (p,p*,w) is the Leontief inverse associated with M(p,p*,w).

By construction, each entry L¢(p*,w) of the vector L(p*,w) represents the total quantity
of factor f demanded by domestic firms in order to produce the final goods demanded by
domestic consumers, as a function of the vector of foreign import prices, p*, and the vec-
tor of domestic factor prices, w. This includes the quantities demanded directly, as well as
those demanded indirectly through the production of the intermediates required to pro-
duce final goods, the intermediate required to produce those intermediates, etc.

19For the purposes of characterizing equilibrium factor prices, our focus on equilibria where the zero-
profit condition is binding for all domestic firms, including those with zero output, is without loss of
generality in the sense that for any competitive equilibrium in which the previous condition is slack for some
firms, there exists a competitive equilibrium in which it binds, as established by Lemma 2 in Appendix A.1.

11Acemoglu and Azar (2020) (their Theorems 1 and 2) offer a recent proof in an environment with one
primary factor of production, labor, and where all goods can be produced using labor only. Appendix A.1
demonstrates how to adapt their proof to the environment of Section 2.1. We thank John Sturm for help with
the formal argument and refer the interested reader to Flynn et al. (2020) for further results.
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Next, let Ay = A(p(p*,wr),p*, wr) and By = B(p(p*, wr), p*, wr) denote the values
of the matrix of domestic factor shares and the Leontief inverse evaluated at the competi-
tive equilibrium. Following Leontief (1953), let us also define the factor content of exports,
L*= {L;i}, such that

{wsL}}=ArBrE, (6)

where E = {p,(p*,wr)e, } is the vector of total foreign expenditure on domestic exports.
The next lemma states that in a competitive equilibrium, factor prices must equalize do-
mestic factor demand and domestic factor supply, i.e. total factor supply, L¢, minus the
factor content of exports, L.

Lemma 1. Under the assumptions of Section 2.1, if wr > 0 is part of a competitive equilibrium
with import prices, p* > 0, and factor content of exports, L* >0, then (p*,L* ,wr) satisfy

L¢(p*wr)=Ls—L} forall f € F. 7)

The proof of Lemma 1 can be found in Appendix A.2. Equation (7) is not an accounting
identity. It is a structural relationship between p*, L*, and wr that depends on the shape
of the domestic factor demand system, L(-,-). This relationship between domestic fac-
tor demand and domestic factor supply summarizes how domestic preferences, domestic
technology, and competitive markets interact to determine domestic factor prices, regard-
less of whether Home is open or closed to trade. We now use it to measure the impact of
trade on inequality.

2.3 The Overall Incidence of Trade on Earnings Inequality

Measuring the overall incidence of trade on inequality requires the comparison of the fac-
tor prices, wr, that prevail in some observed equilibrium, where Home can both export and
import, to the factor prices, w 4, that would prevail in a counterfactual autarkic equilibrium,
where Home can do neither.

As a matter of theory, this is a simple exercise. Let RD¢(p*,w) = L¢(p*,w)/Lo(p*,w)
denote the domestic relative factor demand for f relative to factor “0”, which we will use
as our numeraire wy = 1;'? and let RS F= L 7/ Ly denote the total relative supply of factor
f. In the original equilibrium with observed factor prices, wr, import prices, p*, and factor

content of exports, L*, Lemma 1 implies the equality of domestic relative factor demand

12Since both consumers’ and firms’ demand are homogeneous of degree zero in all prices and domestic
good prices j(p*,w) are homogeneous of degree one in (p*,w), equation (5) implies that the domestic factor
demand system, L(-,-), is homogeneous of degree zero in (p*,w).
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and domestic relative factor supply
RDf(p*,wT):RSf/REEf for allf;éO, (8)

where REE; = [1—(Lg/Lo)]/[1—( Ls/ Ls)] measures the relative export exposure of factor
f. In the counterfactual autarkic equilibrium, import prices would move above their reser-
vation values, which we denote by p’ = co, whereas exports and their factor content would
drop to zero, L%, =0, leading to

RDg(o0,wp)=RS¢ forall f#0. )

When moving from the trade equilibrium described in equation (8) to the autarkic equi-
librium in (9), domestic factor prices shift for two reasons. First, exports and, in turn, the
domestic factor services that they embody must go to zero. We refer to this as an export
channel captured by the shift from the black relative supply curve (to the domestic market)
to the red one in Figure 1 as REE; — 1. Second, domestic demand for foreign goods must
go to zero. We refer to this as an import channel captured by the shift from the black relative
demand curve to the red one in Figure 1 as p* — 00.!3

Formally, let (Alnw)y,0. = {In(wy,r/ws 4)} 520 denote the vector of log-differences
in domestic factor prices between the autarkic counterfactual equilibrium and the orig-
inal equilibrium, let RD(p*,w) = {RDs(p*,w)} 1o denote the vector of domestic rela-
tive factor demand, and let REE = {REE} denote the vector of relative export expo-
sure. Throughout our analysis, we assume that a solution to (8) exists for all (p*,REE),
that InRD is continuously differentiable, and that the matrix of domestic price elasticities
dInRD/dlnw = {dInRD £ / Blnwg} is invertible. Starting from equation (8) and invoking
the Implicit Function Theorem, we therefore obtain the following characterization of the

changes in domestic factor prices between the autarkic and trade equilibria.

Proposition 1. Suppose that the assumptions of Section 2.1 hold, that a solution to (8) exists

13This decomposition into export and import channels is one among many possible paths to autarky. From
a mathematical standpoint, all paths must lead to the same conclusion about the impact of autarky on factor
prices. So there is no issue focusing on this particular one; all that matters is that one can solve for w as a
function of REE and p* along this path. From an economic standpoint, though, a distinct question is whether
one can engineer shocks to foreign preferences, technology, or factor supply that would independently shift
REE and p* in this way, while still being consistent with a competitive equilibrium (since REE; depends on
L;E which is itself a function of w and p*, as described in equation 6). If p* were equal to the price vector of all
tradable goods, the answer would be no. In that case, p* would pin down ¢, so REE s and p* would have to be
perfectly correlated along any path to autarky. In our analysis, however, p* is defined as the price vector of
foreign, not all tradable goods. Hence, in general, there can be foreign shocks that affect REE; without affect-
ing p* and vice versa, a feature that we will take advantage of in the empirical analysis of Sections 5 and 6.
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Figure 1: The Overall Incidence of Trade on Earnings Inequality
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Notes: At the original equilibrium, domestic factor prices (wr) equate domestic relative factor demand,
RD¢(py, wr), and its supply, RS¢/REE;. The effect of eliminating trade (i.e. determining w,) can be
decomposed into an export channel (REEf — 1, at p*) and an import channel (p* — oo, at REEf =1).

for all (p*, REE), that In RD is continuously differentiable with respect to (p*,w), and that
dInRD/dInw = {dInRDs/dInwyg} is invertible for all (p*,w). Then differences in domestic
factor prices between the trade and autarky equilibria are given by

(u=InREE,v=Inp*) / 9InRD -1
du
< olnw )

(Alnw) trade — _/

(u=0,0=Inp*)

J/

-

= (Alnw)exports

/<u—0,v—lnp*) <8lnRD) -1 (alnRD )
— _ dou
(u=0,0=00) dlnw dlnp*

-~

= (Alnw)imports
where dInRD /dlnp* ={3InRD /dlnpy} } is the matrix of foreign price elasticities.

The proof can be found in Appendix A.3. Setting aside potential differences in domes-
tic price elasticities, Proposition 1 implies that factors that benefit the most from opening
up to trade are those that tend to be exported more—and hence have higher values of
REEf—and those that are less substitutable with foreign imports—and hence have lower
values of dInRDy/0dInp;. We will use both observations to construct measures of export

and import exposures across individuals in Section 4. Having specified a domestic factor

14Tn contrast to the original factor content approach, which we discuss in detail below, Proposition 1 offers
an asymmetric treatment of the export channel, which depends on standard factor content calculations, and
the import channel, which depends on foreign prices. Provided there exists a one-to-one mapping between
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demand system in Section 3 and estimated it in Section 5, we will then use Proposition 1 to

compute the full incidence of trade on earnings inequality in Section 7.

2.4 Discussion

Before putting Proposition 1 to work, we briefly discuss how our approach relates to pre-
vious studies on trade and inequality and the extent to which it can accommodate global

value chains, increasing returns, and imperfect competition.

Comparison to Original Factor Content Approach. Proposition 1 offers a strict general-
ization of the factor content approach pioneered by Deardorff and Staiger (1988). Their
original result critically relies on the assumption that all imported goods are also pro-
duced at Home. In a Heckscher-Ohlin model, this is what occurs when countries are in
the same cone of diversification. Under this assumption, domestic firms would be will-
ing to produce the quantities imported by Home at the original trade prices, and domestic
consumers would be willing to consume such extra output; as such, the relative domestic
factor demand curve is perfectly elastic around the initial trade equilibrium.!> Factor prices
under trade are thus equal to those that would prevail in a hypothetical autarkic equilib-
rium with factor supply adjusted by net export shares of each factor, NEEy, and changes
in factor prices between trade and autarky can be computed as the changes between two
autarkic equilibria with factor supply L and L¢(1— NEEy), as described in Figure 2.16 1f
technology and preferences are Cobb-Douglas, as in Deardorff and Staiger (1988), or more
generally CES with a common elasticity of substitution 77,4, > 0, as in Deardorff (2000),
the domestic factor demand system under autarky, RD(co,w), is also CES with elasticity of

substitution 77,4¢ > 0. The impact of trade on inequality is therefore

(Alnw) 449 =IN(RNEE) / 1, (10)

foreign import prices and foreign import volumes, one could further change variables to eliminate foreign
prices, as in Arkolakis et al. (2012). The import channel would then be measured by taking import volumes
to zero rather than import prices to infinity. Not taking that extra step simplifies the economic interpretation
of the price elasticities in Section 3 and, in turn, our import exposure measures in Section 4.

15A perfectly elastic demand curve arises because domestic and foreign goods are perfect substitutes,
which violates the strict quasi-concavity of preferences imposed in Section 2.1. In that case, domestic factor
demand is a correspondence rather than a function. In such environments, one can no longer formally invoke
the Implicit Function Theorem to describe the impact of trade on factor prices, as we did in Proposition
1. Instead one may consider the limit of environments where domestic and foreign goods are close, but
imperfect substitutes, and the assumptions of Proposition 1 hold.

16Net exports of factor f are equal to its gross exports, L;?, minus the amount of factor f that would be

required to produce the vector of Home’s imports.

13



Figure 2: Original Factor Content Approach
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Notes: Following Deardorff and Staiger (1988), when Home produces all imported goods and hence
RD¢(p*,wr) is perfectly elastic around the trade equilibrium, the impact of trade on factor prices is equal to
the effect in autarky, i.e. for RDf(co,w), of a hypothetical shift in RSy by the amount of the relative net export
exposure (RNEEy). Illustrated for the Deardorff (2000) case in which RD(oo,w) is isoelastic.

with RNEE = {(1 — NEEg)/(1 — NEE{)}¢.."” This is the limit of the general formula
for (AInw);,4. in Proposition 1 in an environment with nested CES preferences, as the

elasticity of substitution between goods from different countries is taken to infinity.'®

Comparison to Price Approach. Lemma 1 emphasizes two sufficient statistics of foreign
shocks: import prices and the factor content of exports. They are, by no means, the only
ones. In a neoclassical environment, we know that the vector of all good prices, both do-
mestic and foreign, also are sufficient statistics of foreign shocks, as reflected in the zero-
profit condition, p, = c,(p,p*,w). This is the equilibrium relationship behind Stolper and
Samuelson’s (1941) Theorem (and the relationship pinning down the level of wr in Figure
2). Thisis also the starting point of a number of empirical “product-price studies” reviewed
in Slaughter (2000), such as Lawrence and Slaughter (1993), Leamer (1998), and Feenstra

7Burstein and Vogel (2017) offer the following generalization of the previous formula. As a matter
of accounting, they note that the value of payments received by a given factor are always equal to the
payments made by firms to that factor. Since this accounting identity holds both under trade and autarky,
it follows that changes in the payments received by a factor between trade and autarky can always be
expressed as the changes in the payments made by firms to that factor. It also follows that if one decomposes
the latter into Deardorff’s (2000) original formula and a residual, then Deardorff’s (2000) formula holds
whenever that residual is zero. Compared to Burstein and Vogel (2017), who emphasize that the previous
residual is non-zero in their structural model, one can view Proposition 1 as providing a general structural
interpretation of that residual.

18For empirical purposes, a challenge in applying this formula is that Nagg 18 1ot the elasticity of substi-
tution between factors in the trade equilibrium. Indeed, for the original factor content approach to be valid,
the latter elasticity should be infinite. Instead, 77,4, is the slope of RD(w,0), the red demand curve in Figure
2, anissue already emphasized in Leamer (2000).
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and Hanson (1999), that, like the aforementioned factor content approach, aimed to shed
light on the impact of trade on inequality.

If prices are sufficient statistics, a skeptical reader may ask: why not stop there rather
than introduce the factor content of exports? The answer depends on the counterfactual
question of interest. If the goal is to uncover the changes in factor prices that would have
taken place in a counterfactual economy subject to the observed product-price changes, but
absent any technological changes, the zero-profit condition would be enough. This is not,
however, the question that we are interested in. Like the original factor content approach,
Proposition 1 is interested in the counterfactual factor prices that would be observed in the
absence of trade. This requires taking a stand on more than domestic technology, which
solely drives {c,(p,p*,w)}, but also on the domestic preferences that contribute, alongside
technology, to the domestic factor demand system, L(p*,w), as can be seen from equation
(5). And while we do not know what domestic good prices would be under autarky, we

know that the factor content of exports would be zero.'”

Global Value Chains. The factor content calculations carried out in Section 2.2 use a sin-
gle domestic input-output matrix, as in Leontief’s (1953) original work, not a global one, as
in subsequent Heckscher-Ohlin-Vanek tests, such as Trefler and Zhu (2010), or recent work
on global value chains, such as Johnson and Noguera (2012). Neither Lemma 1 nor Propo-
sition 1, however, require the assumption that foreign imports have zero domestic value
added. The existence of global value chains does not affect Home's factor demand, L(p*,w),
which only depends on domestic preferences and technology, as described in equation (5);
and it does not affect the fact that foreign prices p* and exports e would converge to infin-
ity and zero, respectively, under autarky. Hence, our analysis is fully consistent with the

existence of global value chains.?’

Non-Neoclassical Environments. So far we have focused on neoclassical environments,
with constant returns to scale and perfect competition in both good and factor markets.
As shown in our working paper, Adao et al. (2020b), only the last of these assumptions

9We have nothing to add to the relative merits of these alternative counterfactual questions and refer the
interested reader to the discussion of this point in Deardorff (2000), Krugman (2000), and Leamer (2000).

20 As a matter of definition, one could instead define Home’s domestic factor demand system inclusive of
the domestic factors embodied in foreign imports and used for domestic consumption. This is the strategy
that Adao et al. (2017) followed to study the impact of arbitrary changes in trade costs. For the purposes of
the present paper, which is only to construct autarky counterfactuals, this is an inferior strategy. It would
imply a higher data cost, since global input-output matrices are necessary to track the domestic factors
embodied in foreign imports and used for domestic consumption, but lead to the same conclusions, since
foreign technologies are ultimately irrelevant under autarky.
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is necessary to define a domestic factor demand system and generalize Proposition 1 to
environments with increasing returns to scale and imperfectly competitive good markets,
such as Yeaple (2005), Bernard et al. (2007a), Sampson (2014), Harrigan and Reshef (2016),
Antras et al. (2017a), and Fieler et al. (2018). Theoretically, the only distinction is that the
vector of foreign prices that appears as a shifter of domestic factor demand should now be
the vector of foreign factor prices, which is still taken as given by (foreign) firms, rather than

the vector of foreign good prices.?!

3 An Empirical Model of Domestic Factor Demand

Proposition 1 gives center stage to relative domestic factor demand, RD(p*,w). We now de-
scribe an empirical version of the model in Section 2 that allows RD(p*,w) to be estimated
from firm- and individual-level micro-data. Despite the parametricrestrictions introduced,
our model remains considerably more general than the original factor content approach:
it does not require factor demand to be perfectly elastic; it does not impose any restriction
on the heterogeneity in factor intensity across firms; and it allows arbitrary input-output
linkages both between and within sectors.

3.1 Parametric Restrictions

Consider a parametric version of Section 2’s environment in which Home’s preferences

and technology are nested CES.

Preferences. All domestic consumers i € Z have the same nested CES utility function

over the goods produced by domestic firms n € NV in different sectors k € K,

wi= ] T (uiz)™, (11)

ke
1 o1 =
Ujr= ( 2 Qﬁcqiﬁ > ’ (12)
nENk

2IThis distinction is moot for imperfectly competitive models with a pure export channel, i.e.
(AInw)jmports = 0, a case that arises whenever relative domestic factor demand is independent of for-
eign prices. This occurs most notably in multi-factor extensions of Melitz (2003) that maintain CES
preferences across all goods, e.g. Sampson (2014), Harrigan and Reshef (2016), and Antras et al. (2017a).
Indeed, when each firm employs a distinct type of workers, Proposition 1 implies (Alnw),,5, =INREE /744,
where 7,¢¢ is equal to the elasticity of substitution between goods produced by different firms (and hence
the different factors they employ). Compared to the original factor content approach, in this case, it is gross
rather than net export exposure that determines the distributional impact of trade.
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where a0, > 0 are exogenous preference parameters, such that) jcicar=1and ), ez, Onc =
1;and ¢ > 0 is the elasticity of substitution between goods produced by different firms from
the same sector. Thus, total domestic expenditure is equal to

D,(pw)= DCkZQnCp” “(w L) ,forallne Ny and ke K. (13)
reN rCPr

Technology. All domestic firms have a nested CES production function over domestic
factors f € F, the goods produced by domestic firms n € N’ = U Ny, and the goods
produced by foreign firms n € ¥,

Yn=¢u(ly )ﬁ"( )1_ﬁ” (14)
in = (LT mgi)© (T () )=, (15)
reN reN*
[
=(YL 6,107, (16)
feF

where ¢y, ﬁn,®n,9fn,9m,9;‘n > 0 are exogenous technology parameters, with 8, € [0,1],
O € [0,1], XrenOm = Lren+07n = Lrertpn =1, and (1 —Bn)On <1, so that either domes-
tic factors or foreign intermediates are required in production; and 1 > 0 is the elasticity
of substitution between domestic factors. Thus, shares of costs spent on domestic factors,

domestic intermediates, and foreign intermediates are equal to

1-
. Bubyuwoy
Xen(pop*w) = — forallfe]-"andnej\/ (17)
de]—"ggnwg
Xrn(pp*,w) = (1—PBn)Oubyy, forallre N andneN, (18)
xi,(pptw) = (1-B)(1—0y)0;,, forallre N*andneN, (19)

whereas unit costs are equal to

/L NI B
ea(p.p* ) =al 1 0wy "I [(TT (pr)") @ (TT (p)%)' =01, forallne A,
feF reN reN*
(20)

with ¢ = ¢, (Bn) =P [(TLenr () @) " (T pr (855,) % (1 — @) ) 1O (1= Byy)] = (1 Fn)
an adjusted measure of firm n’s productivity. We note that, because of the previous Cobb-
Douglas assumptions, both the domestic input-output matrix, M(p,p*,w) ={(1—B;)©®:0,s },
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as well as its Leontief inverse, B(p,p*,w) = {by, }, are independent of all prices.??

Relative Domestic Factor Demand. Starting from the definition of domestic factor de-
mand in equation (5) and using equations (13), (17), (18), and (20) to substitute for domestic
expenditure, factor cost shares, and domestic prices, we obtain the following characteriza-

tion of relative domestic factor demand.
Proposition 2. Suppose that (11), (12), (14), (15), and (16) hold. Then for any factor f # 0, relative

domestic factor demand is equal to

RDf(p w) ( > WE”ENGf” (w)ﬁﬂ [ZkEIC,rENkbnr“kercp;:il(p*,ZU)ﬁ},_U(p*,w)]
wo Ene/\/'GOnwn ! (ZU),Bn [ZkEIC,re/\/'kbnr“kercp;gil(p*,w)ﬁ}fa(p*,w)]

where the price indices, @, (w) and D(p*,w), and domestic prices, p(p*,w), satisfy

ZTJ E Zefnwl 17)%,
fe]—'
)= (Y Ouchh “(p"w)) T,
nENk
pn(p*w) =exp{ }_ br[Ingy+BrInd; (w) + ) | (1-B:)(1-6,)6;,Inpy]}.
reN leN*

The formal proof can be found in Appendix A.4. Although factor demand within each
domestic firm is CES, Proposition 2 shows that if firms are heterogeneous in their factor
intensities, 6, # 0, then Home’s domestic factor demand is not.”> Rather, nested CES
preferences and technology aggregate up to a nested CES factor demand system, with two
elasticities, o and #, that are unrestricted and will form the basis of our estimation in Sec-
tion 5. This allows departures from the Independence of Irrelevant Alternatives (IIA) such
that, as emphasized in the import channel from the previous section, changes in foreign
import prices may shift relative domestic factor demand. We now turn to the economic

considerations that will shape the strength of this import channel.

22We also note that our neoclassical model does not feature the fixed costs of exporting and importing
that would lead to the endogenous selection of firms into exporting and importing in monopolistically
competitive models of trade as in Melitz (2003) and Antras et al. (2017b), for example. Here, firms are
indifferent between exporting or selling domestically and spend an exogenous share of their cost on imports.

23The only exception is the Cobb-Douglas case: 7 = ¢ = 1. Note that this special case differs from the
environment studied in Deardorff and Staiger (1988) who assume that goods produced by domestic and
foreign firms are perfect substitutes within each sector—in our notation, this corresponds to o= co.
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3.2 Elasticities with Respect to Foreign Import Prices

Our next proposition characterizes the matrix of foreign price elasticities, dInRD/dlnp*,
as a function of (direct plus indirect) granular purchase shares that are observable in the
dataset we describe in Section 4.1. We view it as an important theoretical step before pro-
ceeding to our empirical analysis. We will use it to measure which factors, and the individ-

uals who own them, are more exposed to imports in Section 4.4.

Proposition 3. Suppose that (11), (12), (14), (15), and (16) hold. Then for any factor f # 0, the
elasticity of relative demand with respect to the price of a foreign good p}, is

8lnRD f

81npn (0’ 1)(1Efn_IE0n)

with the measure of import exposure, IE ., such that

IEan—Z Z Sfm Zdrkxm

keKmeN; reN

where s gy = Y ve N X fobomDm /WLy is the share of factor f's domestic demand used to produce
firm m’s final sales, both directly and indirectly; X;,,, =Y ,c X5y brm 1S the share of firm m’s costs
spent on imports of good n, both directly and indirectly; and dyx = Dy / (Lyne ;, Dm) is the share of
sector k’s final expenditure devoted to firmr.

Derivations can be found in Appendix A.5. Intuitively, changes in the price of a foreign
good p;, affect the relative demand for domestic factors through expenditure switching by
domestic consumers, whichis captured by I E ¢, and whose magnitude depends on the elas-
ticity of substitution between firms ¢.?* This is a smoother version of the standard import
competition mechanism emphasized by Stolper and Samuelson’s (1941) Theorem and the
original factor content approach where domestic and foreign firms are implicitly assumed
to be perfect substitutes (= c0). When the price of a foreign good p;, increases, each firm m
experiences a price increase proportional to its share of total spending, both direct and indi-
rect, on that foreign good, %}, =Y _,c pr X, brm. In the empirically relevant case of o > 1, do-
mestic consumers therefore spend less on the domestic firms whose technologies are more
intensive in that foreign input than that of their industry competitors, i.e. the firms m for
which %3, —),.c . drk Xy, is high. This triggers a contraction in the domestic demand for the
factors that tend to be used to produce the final goods sold by firms more exposed to the im-

24The fact that foreign intermediate goods and domestic factors appear in distinct CES nests in equations
(14)-(16) explains why # plays no role in Proposition 3.
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port price shock, i.e. the factors f for which Y e Ye v 8 i X (B — Lren drkXny) 18 high.??

In the absence of intermediate goods, [Ey, takes a particularly simple form. Since all
imports are accounted by domestic firms with zero employment of domestic factors (if
O < 1, B = 0), the share of factor f’s domestic demand used to produce firm m’s final
sales s, is zero whenever firm m’s import share ¥;,,, is not. In this case, import exposure
reduces to [Es, =} reicSprdy,, where S =3} c v, Sy is the share of factor f’s domestic de-
mand employed in sector k and dy, is the share of expenditure on imports of good 7 in that
sector. That s, factors exposed to import competition are those that tend to be employed in

sectors where spending shares on imports are higher.

3.3 Elasticities with Respect to Domestic Factor Prices

Let us now turn to the matrix of domestic price elasticities, dInRD/dInw. According to
Proposition 1, this matrix determines the incidence of shifts in relative export exposure
REE f and foreign import prices p* on domestic factor prices. As shown in Appendix A.6,
dInRD /dlnw takes the following form.

Proposition 4. Suppose that (11), (12), (14), (15), and (16) hold. Then for any factor f # 0, the
elasticity of relative demand with respect to the price of a domestic factor wy is equal to

T, TMs=g) (1= )(DEFgg—DEFyg)+ (0 —1)(DECss — DECog)

with the two measures of domestic exposures, DEFsq and DECy,, such that

DEFfe=Y" Y rpuxxg,,

keKmeN,
DECre==) ), Spmx(Tgm— ) duFer),
keKmeN; reN;

where ¥ fyy = Y ve N X fbmo Do/ w L g is the share of factor f’s domestic demand employed by firm
m; ngm = Xgm/ Y.peF Xfm 1S the share of firm m’s factor costs devoted to factor g; and Xgm =
Y neN-Xgnbum is the share of firm m’s total cost spent on that factor, both directly and indirectly.

As one would expect, the elasticity of substitution between domestic factors 1 now
also plays a central role. It controls the magnitude of expenditure switching across factors

BIf o < 1, the opposite happens. Hence, when foreign prices go down, domestic factors that tend to be
employed by firms with higher imports are those for which demand goes down the most. Qualitatively,
this is similar to the prediction of offshoring models where opportunities to offshore by some firms tends to
reduce the demand for the factors employed by those firms.
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within each firm, as can be seen in equation (17). The first term, —#1 {f=g}, Measures the de-
crease in the demand for factor f induced by an increase in its own price, holding fixed the
price index of all factors of each firm, @, (w), whereas the second term, (7 —1)(DEFs, —
DEFyg), measures the changes in factor demand associated with changes in these price
indices. DEFy, therefore captures the domestic exposure of factor f to firms” expenditure-
switching as the price of factor g changes. Although factor demand is CES within each firm,
the heterogeneity in factor intensity across firms introduces another form of departure from
ITA. In the empirically relevant case of 7 > 1, an increase in the price of a third factor g leads
to an equal amount of expenditure switching towards all other factors within each firm m,
proportional to the share of factor cost, xgm. However, if the domestic demand for factor f is
employed in firms thatare on average more intensivein factor g, i.e. if } e e N, 7 fm X ngm
is high, such reallocations increase the aggregate relative demand for factor f.

The third term in Proposition 4, DEC for has the same interpretation as in the case of
the foreign price elasticity of Proposition 3; it captures how changes in the price of a third
domestic factor g affects the relative demand for factor f through changes in consumer
expenditure across domestic firms in a sector. This is the source of departure from IIA in
RD(p*,w) emphasized earlier for ¢ # 1. The fact that dInRD /dlnw is non-diagonal implies
that trade may not only affect factor prices because different factors have different export
and import exposures, which we will focus on in the next section, but also because they
are more or less impacted by changes in the prices of other domestic factors, an equilibrium

feature that will be active in the empirical and counterfactual exercises of Sections 6 and 7.

4 Export Exposure, Import Exposure, and Earnings

We now build on the theoretical results of Sections 2 and 3 to estimate the impact of trade
on earnings inequality in Ecuador. In this first empirical section, we use administrative
records to construct measures of export and import exposure at different points of Ecuador’s
income distribution. This will allow us to evaluate whether poor or rich individuals expe-
rience larger shifts in the demand for their factor services because of international trade
and, in turn, whether they are more or less likely to benefit from it.

4.1 Data Sources

Our primary dataset covers Ecuador’s formal economy from 2009 to 2015. It tracks the
universe of tax IDs—be they from incorporated or non-incorporated privately-owned en-

terprises, state-owned enterprises, or government agencies—that file a tax return or are
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named as a supplier in the return of at least one other tax ID. For expositional purposes, we
simply refer to entities with such tax IDs as firms. To those we match all individuals that
earn labor income from these firms, or own a share of these firms, or both, over that same
period. This gives us an average of 2.9 million individuals per year who are engaged in
1.5 million firms.?® By its nature, this administrative data provides a comprehensive pic-
ture of the formal segment of Ecuador’s private-sector activity, but Section 7.3 introduces
a survey-based extension that covers informal activities as well. We describe the key fea-
tures of our data construction below and report further details in Appendix B. While all

these measures are annual, we suppress time subscripts until they are necessary.

Corporate Income Tax Data. We use annual corporate income tax forms to measure the
revenues R, the total payments to labor and intermediate inputs C,, the value of exports
E,, and the value of imports X;; of domestic firms n € N. Consistent with the neoclassical
environment of Sections 2 and 3, we treat the difference R,, — C,, as payments to other fac-
tors (more on that below). Hence revenues R, are also equal to total costs. This allows us
to compute total import shares x;, = X}, / R, for all domestic firms.

Value Added Tax Data. We use tax records related to Ecuador’s valued added tax (VAT)
system to measure spending X;, by a domestic firm 7 on intermediate goods from any
other domestic firm 7.2 Given the nature of the VAT transaction data, such spending in-
cludes purchases of non-durable materials as well as durable goods like machinery and
equipment. This allows us to compute the domestic firm-to-firm input-output matrix M
with elements x,, = X;,/R;, as well as the share of any firm r in the total purchases of
domestic inputs by firm n, 6,, = X/ Y uen Xmn. By subtracting total sales of interme-
diate goods and exports from total revenues, we measure sales to domestic consumers as
Dy=Ry—) enXum—En 28 This allows us, in turn, to compute domestic consumer expen-
diture shares across sectors, ay =), A, Dr /Y ren Dy, as well as across firms within sectors,
duk = D/ Yre n, Dr, with each sector k € K corresponding to one of 62 divisions that firms
r € N report as their main activity based on the 2-digit ISIC revision 3.1 classification.?’

26While all such firms enter our analysis, the vast majority of these are non-incorporated and/or
self-employed individuals, as further detailed below. In practice, few government agencies file tax returns,
giving us limited coverage of these agencies and their employees. In the small number of cases for which
firms are owned by a holding company, we group them into a single firm.

2/This merge of corporate income tax and VAT records builds on earlier work by Carrillo et al. (2017).

28Whenever this leads to D,, < 0, we raise the revenues of firm n to R,, = Y e N Xnm+ Ey so that D, =0.

2 As described in Appendix B, we further (i) aggregate all firms in the finance sector into a single
consolidated firm, (ii) do the same for all state-owned firms and government agencies (apart from the
state-owned oil firm, which is Ecuador’s largest exporter), and (iii) create a residual firm (placed into a 63rd
sector) whose sales and costs are used to balance all accounting identities in the model.
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Social Security Data. We use social security records that link individuals to the firms
in our sample via labor payments in order to measure spending X, by a domestic firm
n € N on different labor groups f € F1 ss. We split workers into 73 labor groups. We begin
with the three-level classification of education that is known for each worker—less than
high school, high school graduate, and college graduate—and then further augment that
by the 24 provinces of Ecuador in which each worker earns his or her primary income.*
This results in 72 labor groups in the social security database. We then create an additional
labor group that covers all employed individuals with missing information or those not
appearing in social security records, /1 nss.

From the corporate tax forms, we know the total wage payments Wy, =) rc 7, X, of each
tirm n, with F1 = F1 ssUF1 Nss. For each individual i in the social security dataset, we also
know the wage payments W;, that he or she has received from each firm 7, as well as the
labor group Z¢ to which he or she belongs. For each firm 1, we can therefore compute the
share of labor payments associated with a particular factor f € F1 ssas) ez ' Wi/ YictWin
and, in turn, Xg, = (LCiez ’ Win/ ¥icz Win ) Wy. Payments to the residual group of workers
not in the social security system are Xgy =Wy — Y re 7 o Xfn-

For each individual i, we let Yy; denote the labor payments associated with any factor
f € FL. This is either equal to zero, if i € Z¢, or to the sum of labor payments received by
individual i across all domestic firms, Yz =3, Ar(Win / Ljez Wjn ) Wa, if i € Zy.

Firm Ownership Data. We refer to any factor of production not in 7y, as capital and let
Fk denote the set of such factors. Further, we assume the existence of two types of capital:
“Oil” (Koq1), which is specific to Ecuador’s large oil sector, and “Not 0il” (Kpot oi1), Which is
freely mobile across all other sectors. We think of the former type of capital as consisting
primarily of oil reserves whose returns are primarily driven by fluctuations in oil prices
and unlikely to be correlated with the returns to structure and equipment in other sectors,
which is how we think of the second type of capital.

For any firm n we allocate profits, i.e., the difference R, — C;;, as follows. If the firm
hires no employees beyond the firm’s owner itself, we treat the firm’s profits as labor in-
come, Xr, = Ry — Cy, accruing to the labor group of the (essentially self-employed) owner.

Otherwise, the firm’s profits accrue to K, or Kot oy depending on the firm’s sector.!

30A province in Ecuador is roughly equivalent to a commuting zone in the United States. By allowing
labor groups to be province-specific, we treat each of these provinces as a separate local labor market.

31'Whenever profits are negative, we raise firm n’s revenues to C, in order to bring R, — C, to zero.
Those additional sales are then imputed to the residual consolidated firm, as described in Appendix B. This
procedure guarantees that either domestic factors or foreign intermediates are required in production and,
thus, the existence of the Leontief inverse matrices used below.
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By dividing factor spending by total revenue, we obtain the domestic matrix of factor
cost shares A with elements x¢, = X, /Ry, for all domestic factors f € F = F U Fx. The
share of firm n’s costs attributable to primary factors is then givenby B, =) rc 7x .-

For each individual i, we then measure capital payments using an administrative own-
ership database that reports the personal tax IDs of each firm’s owners, as well as their
corresponding ownership shares.?? Using those reported shares, we compute the share of
each individual i in the capital payments of firm 7, ¢,,;. The capital payments of individual
i associated with the oil sector are Yx ;i = Y_,cnr, Oni Xk, n, Whereas her capital payments
associated with the rest of the economy are Yg_ i = g, OniXKoopoun-

The total income of individual i is then given by Y; =) rerYfi with wg; =Yy;/Y; denot-
ing the share of her earnings associated with factor f.3*

Customs Data. We use international trade data from two sources: (i) Ecuadorian firm-
level customs transaction records, available from 2009-2011; and (i) country-level trade
from CEPII's BACI dataset, available from 2009-2015. Both datasets report trade flows at
the HS6 digit level (HS). These datasets allow us to construct instrumental variables in
Section 5 as well as to measure spending X}, by each domestic firm n € N on any product
r € HS. Treating each product in the custom records as the counterpart of a foreign firm in
the model (V* = HS), we can then measure 6}, = X7, /Y e v+ Xiiy and x5, = 07, x5 for all
reN*andnenN.

4.2 Summary Statistics

Before using the previous data sources to measure the export and import exposures of in-
dividuals at different income levels, we provide a few summary statistics about Ecuador’s

pattern of trade and its income distribution.

Pattern of Trade. Ecuador’s main export item is oil, which accounts for 54% of total
exports in 2009-2011. Besides oil, Ecuadorian exports are biased towards other primary
products, such as bananas and other fruits (11%), fish products (10%), and flowers (4%).
Ecuador’s imports derive predominantly from manufactured products, including machin-

ery and equipment (21%), chemicals (14%), and vehicles (13%), as described in Figure C.1.

32This database is only available from 2011 to 2015. For 2009 and 2010, we use the firm’s ownership
structure reported in 2011.

3Since each individual is in only one labor group, she has at most three positive values of w rio that
associated with her labor group and those associated with the two types of capital. In 2012, 7.1% of
individuals had positive amounts of both labor and capital income, and this number rises to 42.6% among
the top 5% of the income distribution.
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This broad pattern of trade—exports of primary products in exchange for imports of man-
ufacturing goods—is by no means unique to Ecuador, but a common feature in many low-

and middle-income countries around the globe, as Figure C.2 illustrates.

Income Distribution. Appendix B.2.2 presents additional statistics regarding the distri-
bution of earnings among sample individuals in 2012, the midpoint of our dataset, as well
as how their sources of earnings vary.** Our sample shows the high level of income in-
equality in Ecuador, similar to much of Latin America. While annual reported income was
$4,874 for the median sample individual, it was $25,989 and $187,074 for the individuals in
the 90th and 99th percentiles of the income distribution.* Also apparent is the strong cor-
relation of educational attainment and capital earnings with total earnings. There are sub-
stantially fewer individuals with less than a college degree above the median of the income
distribution. Capital income is especially relevant among the highest earners: those in the

top 1% of the income distribution, on average, derive 85.3% of their income from capital.

4.3 Export Exposure Across the Distribution of Earnings

From Factor to Individual Export Exposure. In Section 2, we have defined the relative
export exposure of a factor f as REEf=[1—(Lj/Lo)]/[1— (Lj}/ﬁf)], where L}'} is the factor
content of exports, as described in equation (6). As established in Proposition 1, this expo-
sure captures one of the two channels through which international trade may shift factor
demand. To construct the individual-level counterpart of these factor demand shifts, we
therefore start from the export exposure of each factor appearing in REEy, i.e., the ratio of
the value of factor f’s services that are exported, directly and indirectly, to the total value

of its services,

EE;=L3/Ly=( Y xpm ) buEr)/ (Y Xpun),
neN  reN neN

where we have used the definition of the factor content of exports in equation (6).3® We
then define the export exposure of an individual i € Z as

EE;= ) wyixEEy, (21)
feF

34For the purposes of calculating these statistics, we restrict attention to individuals with strictly positive
income for whom we have both location and education information.

3 All nominal values are reported in U.S. dollars (the official currency of Ecuador since 2000).

3In practice, we calculate the Leontief inverse matrix By whose entries appear here (and elsewhere
below) as the truncated infinite series, Br = Z}:o M]T for | = 10. The resulting measures of export exposure
are essentially invariant to the extent of truncation for | > 10.
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Figure 3: Distribution of Trade Exposure Across Individuals, 2012

(a) Export Exposure (b) Import Exposure
0.17 0.045(
EE; 0.15 I Ej 0.0375
EE; based on total income | Ej based on total income
0.13 0.030(¢
EE; based on labor income only | Ej based on labor income only
Oth 25th _50th  75th 100th Oth 25th _50th  75th 100th
Percentile of total income Percentile of total income

Notes: In panel (a), the blue dots report the average value of export exposure EE;, computed as in equation
(21), across all individuals in 2012 whose total income lies within each percentile of the total income distri-
bution. The solid blue line indicates a fitted 10"-order polynomial. The red dots (and dashed red line) are
analogous but report export exposure of labor income only, that is, EE; computed giving no weight to capital
in individuals’ income and only including individuals with positive labor income. Panel (b) does the same
for import exposure IE;, as per equation (23).

where wg; =Y; /Y is the share of individual i’s earnings associated with factor f.

This export exposure measure corresponds to the share of an individual’s earnings that
derives, either directly or indirectly, from exports rather than domestic consumption. It
does not rely on any of the parametric assumptions introduced in Section 3—as discussed
in Section 2, it is simply the granular counterpart of Leontief’s (1953) factor content of ex-
ports. By construction, individuals with higher export exposure EE; face relatively higher
demand for their factor services in the trade equilibrium relative to autarky. Everything

else being equal, they should therefore receive relatively higher earnings under trade.®”

Results. Figure 2a plots (in the solid blue line) the relationship between EE; and (total)
income in our sample in 2012.3 Export exposure in Ecuador is evidently pro-middle class.
The average share of (direct plus indirect) exports in total earnings varies between 16% and
17% among individuals between the 10th and 50th percentiles of the income distribution.
As we move to income percentiles above the median of the income distribution, the share

of exports in total income consistently falls. It is only 13.6% among those with the 10%

3By everything else being equal, we formally mean abstracting from other shifts in factor demand (i.e.,
p*-shifts) and abstracting from heterogeneity in the incidence of REE-shifts, either due to dInRD /dlnw being
non-diagonal or to the diagonal elements of dInRD / dlnw being heterogeneous.

38The corresponding figures for all other years in our sample can be found in Appendix C.2. Table C.1
also reports moments of the distribution of export exposure across individuals.
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highest earnings in our sample.*

Figure 2a also shows (in the dashed red line) the distribution of export exposure of la-
bor income—that is, computed using only the export exposure of the labor type owned by
each individual, excluding capital income. The fact that the red line is consistently above
the blue line indicates that labor earnings are, on average, more exposed to exports than are
capital earnings. The difference is clearer at the top of the income distribution because the
richestindividuals earn relatively larger shares from capital. However, the small difference
between the two curves indicates that the export exposure of capital is just slightly lower
than that of the labor factors of those in high-income percentiles.

Qualitatively, the fact that the richest individuals in Ecuador are the least exposed
to exports resonates well with classical two-by-two Heckscher-Ohlin predictions. Since
Ecuador is scarce in high-skilled workers relative to the rest of the world, one expects the
factor services of these workers, who are prevalent at the top of the income distribution, to
be exported less. It is worth emphasizing that this occurs even though we do not restrict
exporting firms to have the same skill-intensity as other firms in a given industry, unlike in
standard factor content computations.

4.4 Import Exposure Across the Distribution of Earnings

From Factor to Individual Import Exposure. Changes in import prices are the second
source of factor demand shifts emphasized by Proposition 1. In Section 3, we have already
characterized how relative domestic factor demand responds to changes in the price of in-
dividual goods. To explore how import exposure varies across the income distribution, we
propose to focus on the impact of a uniform change in foreign import prices: dinp;, = dlnp*
for all n € N'*. For such a shock, Proposition 3 implies that

AnRDs  V(IE,—IE )
W—(‘T— ) f— 0), (22)

where [Ey is equal to the sum of IE, across all foreign goods,

IEf:—Z 2 Sme(f%— 2 drkf;:),

ke KmeN; reNg

3The range of export exposure among factors is considerably wider, ranging from 0.9% to 70.2%. Natu-
rally, alternative definitions of factors would lead to alternative values of individual-level exposure. To take
an extreme example, if one were to assume that labor is firm-specific, so that there are as many labor groups
as firms in our economy, then EE; would only be a function of the exports, both direct and indirect, of the firm
employing individuali. Figure C.5 describes how export exposure would look across the income distribution
under this alternative scenario. For the interested reader, Figure C.6 also documents the role played by the
oil sector in our measures of export exposure by replicating Figure 2a with oil exports set to zero.
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with X;, =)« » Xy by the share of firm m’s costs spent, both directly and indirectly, on all
imports. To go from factor exposure to individual exposure, we again take averages across

factors, weighted by each individual’s factor income shares,

IEj=)  wyixIEy. (23)
feF

In the empirically relevant case of o > 1, individuals with higher import exposure IE; tend
to experience a decrease in the domestic relative demand for their factors when import
prices increase from their finite value in the trade equilibrium (p* < o0) to infinity in the au-
tarky equilibrium (p* — 00). Everything else being equal, this should lead to lower relative
factor prices and relative earnings for these individuals.

Results. Figure 2b reports the average import exposure for individuals in different per-
centiles of the income distribution.*’ The downward-sloping solid blue line indicates that
low-income individuals are more exposed to import competition, and are hence more likely
to experience smaller gain from trade, than are high-income individuals. Qualitatively, this
contrasts with classical two-by-two Heckscher-Ohlin predictions—where scarce high-skill,
high-income individuals would be those losing from trade in Ecuador—and arises because
much of Ecuador’s imports are machinery and equipment used by firms employing high-
skill workers.*! Quantitatively, import exposure ranges from 0.045 at the bottom to 0.03
at the top, revealing that domestic factors tend to be used in the production of goods m
with import shares lower than the sector average, i.e. those for which x;, —}-,.c 7 4,7 <0.
For an elasticity of substitution ¢ around 2, as we estimate in Section 5, this implies that
a 10% increase in the price of foreign goods would increase the demand for low-income
individuals by about 0.15% relative to high-income individuals.

Note that the red dashed curve is steeper than the blue solid curve. This reflects the

40Again, Appendix C.2 reports the corresponding figures for all other years, along with summary
statistics of the import exposure distribution across individuals. It should be clear that our individual-level
measure of import exposure, like the measure of export exposure introduced earlier, critically depends on our
factor definition, which affects the values of the shares s fm entering IE¢. Here, labor groups are education-
and-region specific, like in a Heckscher-Ohlin model with perfect factor mobility across sectors, but not
industry-specific, like in a Ricardo-Viner model. Hence, even in the absence of intermediate goods, I E; would
not be equal to the import share of the industry in which worker i is employed, but rather to a weighted sum
of import shares across sectors, with weights given by the employment shares of the factor that she owns.

#Burstein et al. (2013) and Parro (2013) emphasize the same complementarity between skilled-labor
and imported intermediates. In their model, there is a representative firm with nested CES technology,
with skilled and unskilled labor appearing in different nests, and with imports of capital equipment only
appearing in one of these nests, as in Krusell et al. (2000). In our model, complementarity instead arises from
the observed heterogeneity in firms’ factor intensity and the positive correlation between skill intensity and
import intensity, as discussed in Section 3.2.
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fact that capital is more exposed to import competition than the labor factors owned by
individuals at the top of the income distribution and less exposed than those owned by
individuals at the bottom. The proximity of the two curves, however, again indicates small
differences between the import exposures of workers and capital owners.

Overall, Figures 2a and 2b paint a nuanced picture of the exposure to international trade
across Ecuador’s income distribution. Export exposure is broadly pro-middle class, with
the richest individuals in Ecuador exporting the smallest fraction of their factor services,
as one might have expected in a country scarce in high-skilled workers. Import exposure,
on the other hand, is broadly anti-poor in the sense that cheaper imports tend to reduce
the relative domestic demand for the factor services of poor individuals. To go from dif-
ferences in export and import exposures to the overall incidence of international trade, we

require an estimate of Ecuador’s factor demand system, to which we now turn.

5 Estimation of Ecuador’s Factor Demand System

The model in Section 3 describes an economy in which RD(p*,w) takes a nested CES form
featuring two micro-level elasticities of substitution: that between primary factors in do-
mestic production (1) and that between firms’ products in domestic consumption (¢). In

this section, we use firm-level micro-data to estimate these two parameters.

5.1 Elasticity of Substitution Between Factors

Empirical Specification. Equation (17) implies a log-linear relationship between factor

expenditure, X Frts and factor price, w 177 within each firm n,
InX¢, = (1—n)nws;+Tpt+1nbpy 4,

where 0yt =In(B,t0 5y, 1Rt/ L pe 70 fn,tw};”) collects firm-year specific terms and 7 is the
elasticity of substitution between factors to be estimated. For the purposes of estimating
11, we let the demand shock 60y, ; be a function of a factor-specific term, (¢, a vector of ob-
servables that we denote Controls;; and to which we return below, as well as a residual
productivity shock, €7, 4,

Infy,, ;= ¢'Controlsy;+s+€fp s
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Combining the two previous equations, we obtain our empirical specification,
InX gy, = (1—n)Inwy;+'Controlss+ i +Cs+€fn ) (24)

where firm-level factor expenditures X, ; are given by the procedure from Section 4.1; the
wages wy,; of each labor group f € F| are obtained by dividing total payments by the total
number of workers in that group, ws; = (¥,epn Xfnt)/ Ls,; and the price of each type of
capital f € Fx is measured as the total factor payments wy; =}, c or Xy ¢, since we have no
physical measure available for the supply of capital.

IV Strategy. OLS estimates of 77 based on equation (24) suffer from simultaneity bias be-
cause factor prices wy, themselves depend on the domestic productivity shocks {€f}.
This occurs because relative domestic factor demand RD I7 depends on these shocks, as
can be seen from Proposition 2, and domestic factor prices depend on RDy ; through the
factor market clearing condition (8). We therefore develop instrumental variables (IVs)
based on the differential exposure of factors to export and import shocks.

Our IVs take the commonly used “shift-share” form, based here on differential expo-
sure of factors and firms to foreign shocks at the product v level. In particular, we define
the following shift-share variables:

E = Z EEfy,1, < (Export Shock), ;, (25)
veHS '

I = Z IEy 4, X (Import Shock),, ,, (26)
veEHS '

where HS denotes the set of all 6-digit HS products and the “share” terms, EEf, ;, and
IEfy,1,, are the product-level analogs of the factor trade exposures presented in Section 4,
computed in an initial period ty.*> Turning to the “shifters”, we seek determinants of the
relative export and import growth of each variety v that are plausibly derived from global
shocks. To this end, we set (Export Shock),, , equal to the log of global total export value
(from all origins and destinations other than Ecuador) for each product v € HS at date ¢
minus the average of the same variable across all products at that date. Similarly we set
(Import Shock), ; as the average across origin countries of log unit values of global imports

(again, excluding Ecuador) for each product v € HS at date t minus the average of the same

Thatis, EE o, 1 = (S X futy Lren barto Erotg) / (Enen X g, ) is the share of product v exports in factor
f’s income in the initial period ty, where E,; s, denotes the exports of product v by firm r at time ¢y, and
IEfy 1) = —Ykek LmeN; S fmtg X (Xom ¢y — Lreni drk¥oy 1, ), where X7, denotes the share of firm m’s costs spent
share of product v at time ¢(, both directly and indirectly.
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variable across all products at that date.*?

We include in the vector Controlsy ; each factor f’s overall exposure to exports at date
to, EEf 1y = Yoens EE o 1, interacted with a time dummy, as well as each factor f’s overall
exposure to imports at date to, [Ef ;) =) e sIEfy 1y, interacted again with a time dummy.
This ensures that our estimates are unaffected by domestic shocks that might dispropor-
tionately affect factors that are more exposed to international trade.

Conditional on the controls in our specification, the exclusion restriction that underpins
our IV estimates of 7 is that shocks to domestic factor demand in Ecuador—formally, the
structural residuals €y, ; of (24)—are uncorrelated with product-level export and import
shocks. This orthogonality assumption holds if domestic shocks in Ecuador are not large
enough to affect world-level trade flows (which is reasonable given the small size of the
Ecuadorian economy) and are uncorrelated with the foreign shocks determining changes
in exports and imports in the rest of the world (which is reasonable given that, as we show
in Appendix C.5, those are mostly driven by the idiosyncratic component of trade flows
of large countries). The logic of our IV strategy also requires that (Export Shock), ; and
(Import Shock), ; do affect the export values and import unit values of different products

in Ecuador, a fact that we verify in the “zeroth-stage” regressions shown in Appendix C 4.

Results. Table 1 reports OLS and IV estimates (using E £+and I 1+ asVs) of . We take tg
to be 2009-2011, so that initial shares in our IVs and controls are averaged over that period.
This reduces the noise in the years right after the trade collapse of 2008-2009.

The OLS estimate in column (1) is lower than the IV estimate in column (2), consistent
with a positive correlation between factor demand shocks and factor prices, as one would
expect from the factor market clearing condition. The IV estimate of 7 = 2.10 implies that
the capital and labor groups that we consider are substitutes.** This estimate is about twice
as large as the Cobb-Douglas value of 7 = 1 assumed in Deardorff and Staiger (1988). It is
significantly higher than the U.S. plant-level elasticity of substitution between capital and

#3By demeaning both export and import shocks, we aim to isolate variation in shock realization across
products, as discussed in Adao et al. (2019) and Borusyak et al. (2021). Many others have used import and
export shocks in the rest of the world as part of their shift-share IV strategies. On the export side, our shock
is similar to the measures used in Aghion et al. (2018) and Huneeus (2018). On the import side, Hummels et
al. (2014) have used growth in export supply to the rest of the world for product-country pairs as the shifter
in a firm-level shift-share IV for imported input costs. Our focus on the unit values of imported inputs by
firms is similar to Amiti et al. (2016) and Huneeus (2018).

#Gtandard errors are clustered by factor. This reflects the variation in our IVs while accounting for
auto-correlation in residuals. Adao et al. (2019) point out that the correlation of residuals is a threat to the
performance of traditional inference procedures in shift-share specifications. Implementing their standard
error formulas is not feasible here because of the high number of fixed-effects and the impossibility of
separately computing product exposure shares, due to the high-dimension of the input-output matrix M.
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Table 1: Elasticity Estimates

Elasticity of Substitution Elasticity of Substitution
Between Factors (1) Between Goods (o)
OLS 25LS OLS 25LS
(1) (2) (3) (4)
Parameter estimate 1.34 2.10 1.04 211
(0.19) (0.34) (0.04) (0.55)
First-stage F statistic - 10.0 - 16.4

Notes: Sample of incorporated firms with more than one employee and (in columns 1 and 2) positive
payments for more than one factor and (in 3 and 4) positive final sales. All specifications use a balanced
panel from 2009-2015 of (in columns 1 and 2) 627,355 factor-firm-year observations and (in 3 and 4) 181,671
firm-year observations. Specifications control for: (i) fixed effects for (in columns 1 and 2) factor and
firm-year and (in 3 and 4) firm and sector-year; and (i) year indicators interacted with (in columns 1 and 2)
factor exposure at ¢y to exports and imports and (in 3 and 4) firm cost shares at ¢y spent on primary factors.
Observations weighted by (in columns 1 and 2) initial factor-firm payments and (in 3 and 4) initial firm
final sales, with both sets of weights winsorized at the 95th percentiles. Standard errors in parentheses are
clustered (in columns 1 and 2) by factor (of which there are 75) and (in 3 and 4) by firm (25,953).

labor of 0.3-0.5 in Oberfield and Raval (2021), but it is close to the range of existing esti-
mates of the (aggregate) elasticity of substitution between educational groups surveyed in
Acemoglu and Autor (2011).

The previous IV estimate of 7 is robust to various alternative specifications, as shown in
Appendix C.5. Table C.3 evaluates alternative sets of controls, samples of firms, and sam-
ple periods, whereas Table C.4 considers alternative IVs based on only export or import

shocks, or that attempt to purge the IVs of common shocks to all countries.

5.2 Elasticity of Substitution Between Goods

Empirical Specification. To estimate o, we turn to the final demand equation (13), which
describes substitution between goods produced by different domestic firms n within each
sector k. This relates domestic expenditure, D,, +, to the domestic price, p, ¢, via

lnDn,t = (1 - U)lnpn,t + gk,t +h'19nc,t;

where (i = In(ay (wi - Le) / Lyen, HYC,tp};‘T) now subsumes industry-year terms. In line
with our estimation of the elasticity of substitution between factors, we let the good de-

mand shock Inf,,. ; be a function of a firm-specific term, {,;, a vector of observables, Controls, ,
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to be described below, and a residual preference shock, €. This leads to
InD,, ;= (1—0)Inpy+'Controls, ¢+ Cx t +{n+€nc - (27)

The only conceptual difference between the estimation of 7 and ¢ is the measurement
of prices: we lack data on domestic prices p; . To address this issue, we again use the
fact that, because of zero profits, domestic prices must be equal to unit costs, p,(p*, w),
which only depend on observed input prices, as described in Proposition 2. After standard
manipulations in Appendix A.7, we obtain

Inp,, ;= Z byt [ﬁr,tlnwz—l— Z Xp, Anp | 4Pt (28)

reN leN™

D
r,t

that In wEt =Yrfer le,_)r,t <lnw f,t"i"ﬁlnle’)r,t) ; pj; is the unit value of Ecuador’s imports

where w,, is a revealed measure of the CES price index for domestic factors in firm r such

*
li’,to

Ot =Y penNbrnt [ﬁ YfeF le?r,tln9 fr,t +1In¢y t] is a cost shifter determined by firm n’s tech-
5

of product [ in year ¢ and the associated import share x;, , is measured as 6;, , x;;; and
nology parameters and those of its suppliers.*

Substituting for domestic prices in (27) using (28), we finally obtain

InD,,;=(1—0) Z by t [ﬁ,,tlner,t—l— Z xl*r,tlnp;"t + Controls, i+t +Cn+ent,  (29)

reN leN™*

where €;, s = €;,c,t +pn ¢ is a combination of the firm-specific demand and cost shocks.

IV Strategy. Like in Section 5.1, OLS estimates of ¢ suffer from simultaneity bias be-
cause factor price indices {w?; } themselves depend on the firm-specific shocks {e,, ¢ } again
through the relative factor demand in Proposition 2 and the factor market clearing condi-
tion in (8). Here, OLS estimates may also be biased if Ecuador’s import prices {p;, ;} re-
spond to Ecuador’s domestic conditions {€,+}. Both sources of bias can be addressed by
developing IVs based on the differential exposure of firms to foreign shocks. Equation (29)
suggests two types of instruments: price-shifters for the domestic factors used by different
tirms within each sector and analogous price-shifters for their imports.

To construct domestic price-shifters, we propose to use firm-level averages of the two

450ur Ecuadorian firm- and product-level customs transaction records are only available from 2009-2011,
hence our choice to use 6, , rather than 6, ;. Note that this restriction is irrelevant for the measures of import
exposures presented in Section 4.4 since they focus on uniform changes in import prices whose impact only

depends on firms’ total import shares, x;;, which are available in all years.
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factor-specific instruments described in (25) and (26):

Eni=Y x7, 1, %Esp, (30)
feF

jn,t = Z x]l‘)n,to X IAf/t, (31)
feF

where the weights correspond to the initial spending shares across domestic factors in firm
n in period ty. To construct foreign price-shifters, we simply use the average of product-

level price shocks in the rest of the world weighted by firm n’s initial import shares,

A,f’t: Z Oom 1, X (Import Shock),, ;. (32)
veHS

Finally, we include in Controls,, ; the shares of firm n’s costs at ¢y spent on primary fac-
tors, Bu,,, interacted with time dummies. For our IVs to be valid, foreign shocks must
therefore be uncorrelated with firms’ preference and cost shocks, €, and p;, ¢, conditional
on industry-time and firm fixed effects as well as differential initial exposures to changes in
domestic factor prices. Such an orthogonality assumption holds under the same sufficient
conditions discussed above for the estimation of 7.

Results. Columns (3) and (4) of Table 1 report the OLS and IV (using En,t, fn,t, and p;/t as
IVs) estimates of 0. Again we take t( to be 2009-2011 as in Table 1, so that initial shares in
our IVs and controls are averaged over that period.*

Again, the OLS estimate of ¢ in column (3) is lower than the corresponding IV estimate,
consistent with a positive correlation between demand shocks and prices. In column (4),
our IV estimate of & = 2.11 contrasts sharply with the assumption of ¢ = cc in the original
factor content approach of Deardorff and Staiger (1988). This value is also lower than the
elasticity of substitution between U.S. firms in Hottman et al. (2016) who report a median
elasticity of substitution between U.S. firms, within AC Nielsen product group categories,
of 3.9. This is expected since such product groups are more narrowly defined than the

2-digit industries used in our specification.*” Our estimate of ¢ is also lower than those

46Qur estimate of o depends (via the construction of p, ) on our estimate of 7, for which we use the
baseline value of 7 =2.10. As a result, the standard error for ¢ is subject to generated regressor bias. In our
context, however, the potential for such bias does not appear to be substantial because the estimate of ¢ is
not very sensitive to the value of 77. For example, when considering 100 equally spaced values of # on its 95%
confidence interval, the smallest and largest values of o we obtain are 2.08 and 2.11. Section 7.3 considers the
robustness of our counterfactual simulations to the values of o used across a considerably wider range.

47Recall also that our sample covers final sales of domestic firms in all sectors, including retail (54.3% of
final sales) but also firms in construction (10.7%) and other services (18.2%). In Section 7.3, we explore the
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indirectly inferred from average markups under the assumption of monopolistic competi-
tion, as in Oberfield and Raval (2021) and Blaum et al. (2018). As with the elasticity of sub-
stitution between factors 1, Appendix C.5 documents the robustness of our results across

alternative samples, specification details, IV sets, and IV constructions (Tables C.5 and C.6).

6 Fit of the Factor Demand Model: A Test

In Section 2, we have established how a country’s factor demand system determines the
incidence of foreign shocks, measured either as changes in the factor content of exports or
import prices, on domestic factor prices. In Section 3, we have imposed specific parametric
assumptions on preferences and technology that allow us to identify (as proved in Ap-
pendix D.1.1) the aggregate relative factor demand RD(p*,w) by combining the rich micro
data presented in Section 4 with the two elasticities of substitution, # and ¢, estimated in
Section 5. Going from micro to macro in this way, however, begs the question of whether
the “true” relative factor demand system in Ecuador looks anything like what our para-
metric model predicts. That is, can our estimated factor demand system actually fit the
observed relationship between domestic factor prices and foreign shocks?

6.1 Goodness of Fit Test

To address this question, we follow the same approach as in Proposition 1, but instead
of integrating hypothetical shocks along the path to autarky, we restrict ourselves to the
shocks observed within our sample. Starting from any equilibrium at date T and differen-
tiating the factor market clearing condition in equation (8) implies that, up to a first-order

approximation, changes in factor prices between date T and T+1 can be expressed as

dInRD\ ! dInRD i
Alnw, = —( o )T {AlnREET+ < Sinp* )TAlin} +ery1,

where A refers to changes between two consecutive periods, e.g. Alnw; =Inw,;1 —Inw,,
and the vector of structural demand shocks, e, 1, comprises both relative supply and rel-
ative domestic demand shocks.*® Summing across all years between T =ty and t — 1, we

then obtain the level of domestic factor prices, lnw??dd , predicted by our model in response

sensitivity of our conclusions to more flexible specifications that allow different degrees of substitutability
within different broad sectors as well as a distinct treatment of retail activity.

“SSpecifically, we have er41 = {AIn(Ls./Loz)} — (9InRD/dlnw);" (IInRD/2In®), A In O, with
O ={0uc,0.0fn,00rn,0,On,x/8n,,Bn,w,Pn } the full vector of preference and technological shifters.
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to a sequence of foreign shocks, { AINREE,Alnp: }

Tt'

t—1 -1
dInRD dInRD
model — . *
Inwy; —T;O ( Snw )T {AIHREEﬂL <—alnp* )TAlin} +1nwy (33)

where (dInRD/dlnw), and (dInRD /dlnp* ) are constructed using our preferred estimates
of the micro-level elasticities, / =2.10 and & =2.11, from Section 5.
To test our factor demand model, we can therefore estimate the testing specification

model

Inwg s = Bgelnw it TEfL (34)

with the structural error terme s ; = yi-le f#,0+1- Thefit coefficient B should be equal to one

T= to
under the null that our model is correctly specified.*’ Since the changes in relative export
exposures AInREE; and foreign import prices Alnp; that enter lnw;?;’dez may be correlated

with domestic demand shocks € ; in Ecuador, we build the following IV for lnw}?"del

— JdlnRD o
AIHREET + (W) tOAlin

(=1 /3InRD\ ~*
~model
lnwj}i? el — Z _( S )to +Inwg 4, (35)

T:to

where REE, = {1 — (Eo/Yor)]/[1—(E ¢/ Y¢7)]} is the shifter of relative export expo-
sure, with E £+ given by equation (25), and pr = {(Import Shock)v’r}veyg is the shifter of
foreign import prices appearing in equation (32).

Since the parametric model of Section 3 includes sufficient taste and technology hetero-
geneity to match all data points at the micro and macro level, as is common in quantitative
trade and spatial models, one may wonder how testing is possible. The idea behind our test
is that while one can always recover domestic residuals é;; such that equation (34) holds
for Bg =1, such recovered residuals do not have to be orthogonal to our IV, lnw?’”dd 50 The
flip-side of this observation is that when imposing the orthogonality between lnzb?‘t’dez and
€1+, the estimated Bg; does not have to equal one. So our test has power against the null.

%9 As noted in Table 2, we always include factor and time fixed effects when estimating (34), so that
estimates of fBg; are not sensitive to choices of the units of account for each factor (due to the factor fixed
effect) nor choices of the numeraire for each period (due to the time fixed effect). There is a long tradition
of such “slope” tests in the field of international trade. For example, Davis and Weinstein (2001) use such
a specification to test the predictions of the Heckscher-Ohlin-Vanek model, Costinot and Donaldson (2012)
do so to test the predictions of the Ricardian model, Kovak (2013) does so to test a regional specific-factors
model, and Adao et al. (2020a) do so to test the ability of different spatial models to replicate observed
responses of regional outcomes to trade shocks.

0Even though we have relied on the same exogenous source of variation to estimate our two micro-level

elasticities, In w?f"dd is a non-linear function of 77 and & that uses the full structure of the domestic factor

system, RD, not just the linear component used in Section 5 to estimate # and ¢ within each CES nest.
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6.2 Test Results

Table 2 reports our estimates of Bg;. Once again we take ¢ to be 2009-2011 as when estimat-

ing 17 and ¢, so that initial shares in our IVs and controls are averaged over that period.

Table 2: Goodness of Fit Tests

A Log of observed factor price

(1) (2) (3) (4) (5)

A Log of predicted factor price 1.10 1.61 1.26 1.04 0.89
(0.15) (0.62) (0.62) (0.16) (0.20)

P-value (Hp: Bgt=1) [0.53] [0.33] [0.68] [0.79] [0.58]

First-stage F statistic 2,103.9  205.0 189.6 304.7 1259

Notes: All specifications use a balanced panel of 525 factor-year observations from 2009-2015 and are
estimated with year and factor fixed effects. Columns 2-5 add, cumulatively, controls for interactions
between year indicators and: (2) EE;;, and IEy;; (3) capital factor indicators; (4) province indicators; and
(5) education level indicators. Observations are weighted by initial factor payments (winsorized at the 95th
percentile). Standard errors in parentheses are clustered by factor (of which there are 75).

Remarkably, as seen in column (1), despite the strong parametric restrictions imposed
in Section 3, we obtain Bg = 1.10. This implies that we fail to reject the null of g = 1
at standard levels (p-value = 0.57), a finding that continues to hold (though with a larger
coefficient and standard error) when we control for initial levels of each factor’s export and
import exposure interacted with time dummies in column (2). Reassuringly, adding addi-
tional fixed effects (in columns 3-5) that probe the model’s fit for different subsets of factors
(across education groups, geographical groups, and capital relative to labor) causes Bg to
range from 0.89 to 1.26.

One remaining question is the extent to which this failure to reject the parametric model
simply reflects a test that lacks power. That is, although we cannot reject the macro-level
predictions of our nested CES model using our preferred estimates of micro-level elastici-
ties, 7 = 2.10 and ¢ = 2.11, the same tests conducted using any arbitrary values of # and ¢
might also be successful. Figure C.7 in Appendix C.7 shows that this is not so. This analy-
sis conducts the same macro tests as in Table 2 but at alternative values of # and ¢. These
results clearly indicate that Bﬁt departs from one as we move away from our baseline es-
timates of 7 and o. At the 5% significance level, in specifications based on column (1), we
typically reject specifications with # > 8 or ¢ > 6. Recall that, in contrast, the original factor

content approach assumes o — co.
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7 The Overall Incidence of Trade on Earnings Inequality

We have established that the magnitude of the factor price responses to foreign shocks
predicted by our model are consistent with those observed in the data. This strengthens
the credibility of our parametric assumptions and their quantitative implications, at least
within the range of observed export and import shocks. With this in mind, we now turn to
a full quantification of the distributional consequences of international trade. We solve for
the changes between the observed distribution of earnings in Ecuador and the counterfac-
tual distribution that would be observed if Ecuador were under autarky, as a result of both

the export and import channels described in Proposition 1.

7.1 Baseline Results

For our baseline results, we focus on the Ecuadorian economy at date t = 2012, the mid-
point of our sample. In order to quantify the overall impact of trade on inequality at that
date, we apply Proposition 1 and compute (Alnw;)ygq. = {Inws; — In(wss)a}rer, as
well as the export and import channels, (AInw;)exports and (Alnwt)imports. This amounts
to integrating over a sequence of small shocks to REE and p*, just as in the goodness
of fit test of Section 6.1, but now such that the shocks go from the initial equilibrium
(p* = pf, REE = REE;) to the autarky counterfactual equilibrium (p* = oo, REE = 1)
rather than to the values observed at a later year.”! Given changes in factor prices, the pro-
portional changes in earnings of individual i between trade and autarky, (AY; ;) rage/ Yt =
[Y;: — (Yit)al/Yit as well as the changes in earnings associated with the export and im-
port channels, (AY;t)exports/ Vi and (AYi t)imports/ Vi, can be computed using the share of
different factors f in individual i’s earnings in the initial equilibrium, wg; } =Yy, 1/ Y; .02
Figure 4 plots these counterfactual earnings changes for every percentile of income
earner in our sample, always normalizing changes in the median income to zero (by sub-
tracting the average earnings changes for individuals at the median percentile). We begin
with the total (i.e. labor plus capital) gains from trade that individuals experience (the
solid blue line). There is a clear tendency here for the export channel (left panel) to decrease
earnings inequality, especially in the upper-half of the income distribution, since export-

1A common issue in quantitative trade modeling concerns how to introduce trade imbalances in the
context of a static economy. Following standard practices discussed in Costinot and Rodriguez-Clare (2014),
we implicitly treat imbalances as lump-sum transfers between Ecuador and the rest of the world. Since
preferences are homothetic and technology has constant returns in our empirical model, the magnitude of
such transfers affects neither our estimates of Ecuador’s relative factor demand nor our counterfactual factor
prices. The same is true for remittances from Ecuadorian migrants abroad.

52 Appendix D.1.2 contains further details about the algorithm for calculating counterfactual factor price
changes and Appendix D.1.3 does the same for changes in individual earnings.
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Figure 4: Trade and Earnings Inequality, Baseline
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Notes: Blue dots correspond to the total (including both labor and capital) income change for each individual,
averaged within each percentile and normalized to zero at the median percentile, between 2012 and the
counterfactual autarkic equilibrium. Positive numbers therefore reflect larger gains from trade than at the
median. Red dots do the same but for labor income only. Lines indicate fitted 10"-order polynomials. Trade
impact is the sum of the export and import channels. All changes are expressed as percentages.

channel gains from trade are smaller for the rich than they are for the middle-class. By
contrast, the import channel (middle panel) is broadly increasing throughout the income
distribution, leading to higher inequality. The incidence of both channels on earnings in-
equality are very much in line with the biases of the export and import exposure measures
displayed in Figures 2a and 2b.>® The existence of these opposing forces means that, in the
case of Ecuador, an empirical analysis that might focus on only one of these two channels
would miss an important part of the distributional consequences of international trade.

The right-hand panel of Figure 4 combines the offsetting export and import channels.
Evidently, it is the individuals in the top of Ecuador’s income distribution who gain dis-
proportionately more from trade since the import channel is larger in magnitude. Despite
these offsetting effects, the magnitude of the net impact can be substantial. In the top half
of the income distribution, our estimates imply income gains from trade that are 7% larger
for individuals at the 90th percentile, compared to those at the median percentile, and 11%
larger for those at the top percentile.

Figure 4 also shows the distinction between total (in solid blue) and labor-only (in
dashed red) earnings, which highlights the role played by inequalities in capital owner-
ship. A substantial contribution to differences in gains from trade derives from the strong

import channel that benefits the capitalists who are among Ecuador’s richest individuals.

3To explore systematically the connection between the exposure measures presented in Section 4 and the
full impact of trade computed in this section, we regress (AY; ¢)a40/ Yi+ on the exposure measures EE; ; and
IE; ; defined in (21) and (23). The results are reported in Table C.8 of Appendix C.8. We find that our exposure
measures explain most of the variation in the predicted changes in earnings, with a total R? of around 0.9.
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Figure 5: Comparison with Original Factor Content Approach

Baseline
+10%
Deardorff and Staiger's (1988) formula

+ =+ Deardorff's (2000) formula
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Y
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Notes: Blue dots and the blue solid line display the trade impact on total income at each income percentile
(normalized to zero at the median) for the baseline model (with ¢ = 2.11 and n = 2.10), as in Figure 4. Red
dots report the analog for the model in Deardorff and Staiger (1988), computed with the formula in (10) and
agg = 1. Green dots do the same for the model in Deardorff (2000), computed with the formula in (10)
and 77, = 2.53 (estimated using the strategy in Katz and Murphy, 1992). Lines indicate a fitted 10"-order
polynomial. All changes are expressed as percentages.

By contrast, the return to highest-income labor is not particularly helped by trade.

7.2 Comparison to Predictions from Original Factor Content Approach

As described in Section 2.4, our model is a strict generalization of Deardorff and Staiger’s
(1988) pioneering method for using the factor content of trade to predict the distributional
effects of trade. Compared to the empirical model that we have estimated, this original
approach assumed Cobb-Douglas production functions (7 = 1) and perfect substitution
between goods within each sector (¢ — o), so that all imported goods have perfect substi-
tutes that are produced at Home.

Figure 5 explores the consequences of imposing the previous assumptions—rather than
estimating # and c—by plotting the changes in earnings predicted by the formula dis-
played in equation (10) for 77,4 = 1.>* Figure 5 also plots the more flexible CES version
of this formula with 77,4¢ # 1, as derived in Deardorff (2000). In this second case, we esti-
mate 754 in the same manner as Katz and Murphy (1992), using aggregate national data
on three labor groups only, in an attempt to mimic typical implementations of the original
factor content approach such as Borjas et al. (1992), as described in Appendix C.6. Doing

%4To compute the net factor content of exports, RNEE £, in equation (10) for each of our 75 factors f, we
construct the sector-level vectors of net exports as well as the counterparts of the matrix of domestic factor
shares, A, and the domestic input-output matrix, M, by adding up spending across all firms within each
2-digit sector. To go from changes in factor prices to changes in individual earnings, we again follow the
procedure described in Appendix D.1.3.
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so we obtain an estimate of 77,4, = 2.53, which is close to the baseline estimate of the firm-
level elasticity of substitution reported in Table 1, but slightly higher than the aggregate
elasticity of substitution estimated by Katz and Murphy (1992) for the United States.>

As is clear from Figure 5, the predictions of our model differ starkly from those of the
original factor content approach, with the original approach predicting much smaller ef-
fects of trade. This is a direct manifestation of Trefler’s (1995) “missing trade”: for most
countries, with Ecuador being no exception, measures of the net factor content of trade
are close to zero. So when a country’s imports are assumed to be perfect substitutes for
domestic production, equation (10) mechanically implies that trade must have limited dis-
tributional consequences. In contrast, when a country’s imports substitute imperfectly for
its domestic goods, its gross export and import flows can play distinct and sizable roles,
even if the net factor content of trade is relatively small. We find that these distinct roles are
important in the case of Ecuador.

7.3 Sensitivity Analysis

The goal of this section is to explore the sensitivity of the results in Figure 4 to variants of
our baseline model of Ecuador’s economy. Additional details about these alternative mod-
els, as well as their estimation, can be found in Appendices C.9 and D.2. All results focus
on the impact of trade effects on total income, with the corresponding results for labor (and
thus capital) income reported in Appendix D.2.6.

Baseline Parameters. The factor demand system of Section 3.1 contains two key micro-
level elasticities: the within-firm elasticity of substitution between factors in production
() and the within-industry elasticity of substitution between goods in consumption (¢).
Panel (a) of Figure 6 reproduces the counterfactual results in Figure 4 for a wide range of
these parameters. It reports the model’s predictions for high and low values of 7 =0.1 and
8, compared to a baseline value of 7 = 2.10, as well as high and low values of o = 1.5 and
6, compared to a baseline value of ¢ =2.11.%° Lower values of either 7 or ¢ increase the es-
timated effects of trade on inequality, largely because they strengthen the import channel,
but the qualitative features of relative impacts are similar throughout the income distribu-

tion. Notably, changing ¢ has a larger effect than does 7, a finding that echoes our analysis

»Compared to Katz and Murphy (1992), we estimate the elasticity of substitution between three edu-
cation groups rather than only two, college and non-college graduates. When restricting ourselves to these
two groups, we obtain an elasticity of 1.42, very close to the estimate of 1.41 in Katz and Murphy (1992).

0The high values we use here correspond to the largest parameter values under which the goodness of
fit tests in Section 6 would fail to reject (see Appendix C.7). They encompass larger values than the maxima
of the 95% confidence intervals reported in Table 1.
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of the original factor content approach in Section 7.2.

Technology. For our second set of robustness checks, we generalize the nested CES pro-
duction functions of Section 3.1. We first let the elasticity of substitution between capital
and labor differ from the elasticity of substitution between differentlabor groups, which we
estimate to be 1.27 and 3.15, respectively. We then allow for a non-unitary elasticity of sub-
stitution between domestic intermediates, with an estimated value of 1.36, as well as a non-
unitary elasticity of substitution between domestic and foreign intermediates, estimated to
be 1.02. Panel (b) of Figure 6 illustrates how these three departures affect our counterfactual
results. Again, the qualitative impact of trade on inequality is similar across the earnings
distribution, though its magnitude falls slightly when we allow for stronger substitution
either between domestic suppliers or between domestic and foreign intermediates. This
occurs because the import channel captures factors” exposure to firms that import inter-
mediates, either directly or indirectly, and the incidence of such exposure is weaker when

those firms have a greater ability to substitute away from more expensive inputs.

Preferences. Our next exercises focus on the specification of preferences. First, we al-
low for heterogeneity in the elasticity of substitution between goods (0}) within each of
four broad sector groups (tradables, retail and wholesale, construction and real estate, and
other services), with estimated elasticities that range from 1.5 to 2.2. Second, we consider
an alternative treatment of retailing firms. Instead of letting retail firms be in their own CES
nest, we assume that consumers have preferences over the products sold by retailers rather
than over the retailing firms themselves and reallocate each retailer’s sales proportionally
to those of its suppliers. As seen in panel (c) of Figure 6, these two alternative assumptions
about domestic consumers’ preferences again leave the qualitative implications of trade
for the income distribution in Ecuador unchanged, but they have distinct effects on the

magnitudes, again primarily because of their implications for the import channel.

Factors of Production. We conclude by considering alternative treatments of primary
factors of production. We first group workers into two education groups (per province)
based on college and non-college attainment, which yields an estimated 7 of 1.96. We
then assess the sensitivity of our results to different assumptions about factor mobility
across provinces, by making labor groups education-specific rather than province-and-
education-specific, and factor mobility across sectors, by allowing all our labor groups (as
well as capital) to be specific to the oil sector. Our estimates of # in these cases are 1.58

and 2.0, respectively. Finally, we introduce informal factors that are assumed to be perfect
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substitutes for their formal counterparts within each factor group, as in Meghir et al. (2015)
and Ulyssea (2018), and employed by a representative informal firm within each sector that
only sells to domestic consumers. To measure spending on informal factors, we draw on a
representative survey of both formal and informal sector earnings described in Appendix
B.4. The results of these five alternative treatments of Ecuador’s factors of production are
shown in panel (d) of Figure 6. Again, the qualitative finding that trade openness is pro-rich
stands out, with the introduction of factor mobility across provinces somewhat weakening
this pattern and the introduction of informal workers substantially strengthening this pat-
tern because higher-income individuals are more likely to be endowed with the factors

disproportionately employed in the (trade-exposed) formal sector.

Summary. Overall, we draw the following conclusions from Figure 6. First, the total
impact of trade on inequality in Ecuador has a similar shape across the income distribu-
tion—being pro-rich, particularly at the top—throughout the modeling variations consid-
ered. Second, the export channel consistently contributes far less to the total impact than
does the import channel. Lastly, the magnitude of the import channel is more sensitive
to model features, with the potential to become either stronger (for example when we in-
clude informal activities) or weaker (for example when the output of firms is extremely

substitutable in final demand) than in our baseline.””

7.4 Trade and Observed Changes in Inequality

Our analysis above focuses on the difference between autarky and trade at a given point
in time, 2012. In Appendix D.3 we repeat such autarky-trade differences throughout the
remainder of our sample period (2009-2015) in order to evaluate the contribution of trade to
the large reduction in inequality observed in Ecuador over that time.”® We find that, while
trade is a force towards greater earnings inequality in all years, this force is much less po-
tent in 2015 than in 2009. As a result, the drop in inequality would have been significantly

’The previous conclusions focus on the impact of trade on relative earnings. From an empirical stand-
point, one of the main limitations of our dataset is that it does not include household-level consumption
data, which prevents us from measuring the distribution of real earnings in Ecuador. Nevertheless, using
aggregate expenditure data we can estimate the impact of trade on the cost of living of a representative
Ecuadorian consumer. In the baseline model of Section 7.1, this impact is large, with the cost of living going
up by 321% under autarky since all firms that import either directly or indirectly can no longer produce. In
the extensions of Section 7.3, this number falls to 177% when we introduce a nontraded informal sector and
to 30% when we assume a high value of o = 6. Interestingly, while both extensions predict smaller gains
from trade than in our baseline, only the second also predicts smaller changes in inequality, contrary to the
presumption that larger gains from trade must go hand in hand with larger distributional effects.

These calculations incorporate informal factors as in Section 7.3.
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muted in the absence of trade, with the 90-10 ratio falling by only 18% in a counterfactually
closed Ecuadorian economy instead of the 32% observed in our dataset. As discussed fur-
ther in Appendix D.3, such inferences about the role played by trade would be markedly

dampened if they were based on the original factor content approach.

8 Concluding remarks

What is the overall impact of international trade on earnings inequality? Without the abil-
ity to observe a given economy both with and without access to global markets, answers to
this question inherently draw on a combination of theory and empirics.

Inspired by the original factor content approach to trade and inequality, we have pro-
posed to tackle this classical question as one of factor supply and factor demand. We have
developed new measures of export and import exposures across individuals that capture
the extent to which the opportunity to export and import shifts the relative demand for the
factor services they supply. We have then estimated the overall incidence of international
trade on earnings inequality, through both the export and import channels, by estimating
the elasticity of domestic demand for these factor services.

Using granular data from Ecuador over the period 2009-2015, we have reached the fol-
lowing empirical conclusions. In terms of exposure, we have found that exports increase
the relative demand for the factor services supplied by the middle class, whereas imports
increase the relative demand for those supplied by the rich. Given the similarity between
the pattern of trade of Ecuador and those of many developing countries that also export
commodities in exchange for manufacturing goods, we expect similar biases of export
and import exposures to hold more generally. The greater availability of administrative
datasets such as ours, combining VAT data with matched employer-employee records in
countries like Belgium, Brazil, Chile, Costa Rica, Dominican Republic, and Turkey, pro-
vides a rapidly expanding opportunity to explore further which individuals are exposed
to international trade around the world, either through exports or imports.

In terms of incidence, we have demonstrated that, within sample, our estimated fac-
tor demand system is able to replicate the observed impact of foreign shocks on domestic
factor prices. We view this goodness of fit test, which was absent from empirical implemen-
tations of the original factor approach, as an important step of our analysis that strengthens
the credibility of our empirical model. The broader adoption of such goodness of fit tests
could help enhance the credibility of the predictions derived from quantitative trade and
spatial models in other contexts as well.

By taking Ecuador to its autarkic limit, we have concluded that the import channel is
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the dominant force linking trade to earnings inequality, with the largest gains from trade
occurring at the top of the income distribution.
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A Appendix: Theoretical Results

A.1 Preliminary

To establish Lemma 1, we make use of the two following results.

Theorem 1 (Nonsubstitution Theorem). Suppose that f, satisfies the reqularity conditions im-
posed in Section 2.1 for all n € N'. Then there exists a unique strictly positive solution p(p*,wr) =
{Pn(p*,wr)} to the fixed point problem,

pn=cn(p,p*,wr) forallneN. (A.1)

Proof. We follow the same general strategy asin Acemogluand Azar (2020) and use Tarski’s
tixed point theorem to establish existence and uniqueness of a strictly positive solution to
(A.1).

Existence: Our economy is productive in the sense that there exists {1,,m,,m;; } such that
Fru(lpmp,m) > Y, cpmy, foralln e N. Let 1 =1,/ fu(Ly,my,m?), mé =my / fr(Ly,my,ms),
and mi* =m;, / fu(l,,mu,m};) denote the associated vectors of input demand. Consider the
hypothetical Leontief economy with unit requirements given by I};, m};, and m};* for all n €
M. Since that economy is productive, Corollary 1 p. 297 in Gale (1960) implies the existence
of B* = (I — M*)~! with M* = {m*,}. We can therefore construct p = B*{wr [ +p* -m}"}
that satisfies

pp=wr- I +p*-mt+p-mhforallneN.

Since f,(0,m,,0) = 0, note that p, > 0. By definition of c¢,(p, p*, wr), note also that
cn(p,p*,wr) < pn. So for any B> 1, we must have ¢, (Bp,p*, wr) < cu(BP,Br*,Bwr) < Bpn,
where the first inequality uses ¢, (+,-,-) increasing and the second ¢, (-,-,-) homogeneous
of degree one. Since f, is continuous and satisfies f,(0,m,,0) = 0, there must also exist
& <1such that foralla <& and n € N, ¢, (ap,p*,wr) > ap. Now consider the non-empty
complete lattice O =T 1,,cnr[@Pn,BPn], witha <& and B> 1. Since c(-,p*,wT) is an increasing
function that maps O onto itself, Tarski’s fixed point theorem implies the existence of a
strictly positive solution to (A.1).

Uniqueness: Suppose, by contradiction, that there are two strictly positive solutions
p # p' to (A.1). Take a < & small enough and B > 1 large enough such that p,p’ € O. From
Tarski’s fixed point theorem, we know that the set of solutions to (A.1) that belong to O
forms a complete lattice. Thus it admits a smallest element, p < min{p,p’} and a largest
element p > max{p,p'} > p. Takev € (0,1) such thatvp < p with at least one good 1 such
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thatvp, = P, Then, we have

cn(pp”wr) —p Zen(VP,p*wr) —vpn
=len(vp,p*,wr) —cn(vpvp* vwr)|+vea(p,p*,wr) —vpn >0,

where the first inequality uses ¢, (-,p*,wr) increasing, the next equality uses ¢, (-,-,-) homo-
geneous of degree one, and the final inequality uses ¢, (vp,p*,wr) — cu(vp,vp*,vwr) >0,
since f, (0,m,,0)=0forallne N. This contradicts 4 being a solution to (A.1). O

Lemma 2. Suppose that the allocation ({q;r}iez, {Yn,T, In,7, Mu,1, M), 7}nen) and the prices
(pr,wr) form a competitive equilibrium at Home. Then under the assumptions of Section 2.1,

the sameallocation and the prices (p(p* ,wr),wr ) also form a competitive equilibrium, with p(p* ,wr) =
{Pn(p*,wr) } the unique strictly positive solution to the fixed-point problem, p, = c,,(p,p* ,wr) forall n €
N.

Proof. Start from the competitive equilibrium ({q; 1 }icz, {Yn, 7,10, 7,0, 7,1}, 1 Ynen, PTWT)-
The profit-maximization condition (4) requires

Pu1 <Cn(pr,p",wr) with equality for all n such thaty, r >0. (A.2)

Let Ny denote the set of inactive firms n € A/ such that y,, 1 =0. We proceed in 4 steps.
Step 1: p, 7 < pn(p*,wr) forall n € N, with equality for all n & Nj.

Consider the sequence (p¥);cn, defined by p® = pr and pkt! = h, (p"), with hy, (p*) =
cn(p*, p*,wr) for all n € N. Since cost functions are increasing, h, is increasing, so that
p* > p*~limplies p**+1 > pk. By A.2, p' > p0. It follows that (p*)sen is increasing.

Now take large enough so that py < B, with p defined as in the proof of Theorem 1. If
pk < Bp, then p1 =h, (p*) <h,(Bp) < Beu(p,p*,wr) < Bp. It follows that there exists B so
that (p*)ren is bounded from above by Bp.

Since (p*)en is increasing and bounded, it must converge to p*; and since ,, is contin-
uous, pyY = h, (p*) for all n € N. By Theorem 1, we therefore have p§y = p,(p*,wr). Since
(PF)ren is increasing, we conclude that p,, 7 = p) < p¥ = i, (p*,wr) foralln € N,

To show that p,, r = pn(p*,wr) for all n ¢ N, we proceed again by iteration. By defini-

tion, we have p” = pr. We want to show that if p& = p,, T for some 1 ¢ N, then pkt! =

=Pn,T-
Note that p&t1 = h, ({ps,1 }rens AP Freny) = ha(pr), since (pF)ien is increasing. Note also
that p&™1 = h, ({pr,1 }reniy, {PE}ren;,) < hu(pr), since using unit input demands from the

original trade equilibrium is still feasible. It follows that p,, r = pn (p*,wr) for all n ¢ Nj.

Step 2: g; 7 solves (1) for all i € T under the new price p(p*,wr).
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By the good market clearing condition (3), g,,; 7 = 0 for all n € Ny. By Step 1, p,7 =
pn(p*,wr) for all n ¢ Np. So g; 1 satisfies the budget constraint for all i € Z under the new
price p(p*,wr). Now suppose, by contradiction, that there exists i € Z such that g; T does not
solve (1) under the new price p(p*,wr). Take g; that solves (1). It therefore satisfies u;(q;) >
ui(qi 7). By Step 1, p,r < pn(p*,wr) for all n € N. So g; also satisfies individual i’s budget
constraint under the original price pr. This contradicts g; r solving (1) under this price.

Step 3: (Y, T.ln,1.,Mu,T,m;, 1) Solves (2) for all n € N under the new price p(p* wr).

First consider firms n € Njy. Under the new price j(p*,wr), prices are equal to unit
costs, sO Y, 1=l 7 =M, = mj;,T = 0 is still trivially an equilibrium. Next consider firms
n¢ Ny. Let l_n,T =1, 7/Yn1, My T =My T1/Yy T, and m,’;/T = m;’T /yn T denote their unit input
demand. Since prices are equal to unit costs, (qn,T,ln,T,mn,T,m,’;/T) solves (2) under the new
price p(p*,wr) if and only if (l_n,T,mn,T,rﬁ,’;,T) solves the cost minimization problem of firm
n under p(p*,wr). Suppose, by contradiction, that it does not. Let (I, 17,,7};) denote a
solution to that problem. It satisfies

wr-ly+p* 1w+ pr-my <wr-Li+p*-my+pp* wr) -m;,

<wT'_n,T+P*'mz,T—f—ﬁ(P*,WT)'mZ,TSwT'l_n,T—f—P*'TﬁZ,T—FPT'mZ,T,

where the first inequality derives from Step 1 and the final inequality derives from Step 1
and the fact that m" =0 for all » € Ny by the good market clearing condition (3). This con-

rn, T —
tradicts (l_n,T,n_in,T,ﬁi;: ) solving the cost minimization problem of firm n under the original

price pr.
Step 4: ({4: 1 Yiez AYn,1/ln, 10,7, 1 Ynen, P(p* wr),WwT) is a competitive equilibrium.
Since ({4;1 }iez, AYn,T.0n,TMn,7,M}, 1 }nen) is an equilibrium allocation under the origi-
nal price pr, it satisfies the market clearing conditions (3) and (4). Using Steps 2 and 3, we

therefore conclude that ({q; 1 }iez, {Yn, 1.0, 1,Mn,1,m}), 1 }nen, P(p*,wr),wr) is a competitive
equilibrium. ]

A.2 Proofof Lemmal

Proof. Suppose that wr > 0 is an equilibrium vector of factor prices. By Lemma 2, there
must exist {q; 1 }icz and {yy,1,ln,T,Mn,1,m} 7 }nen such that (i) g; 1 solves (1) for all i € T if
p=p(p*wr); (i1) (Yn,1.ln,1,M0,1,m} ) s0lves (2) foralln € N if p= p(p* wr); (iii) the good
market clearing condition (3) holds; and (iv) the factor market clearing condition (4) holds.
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Condition (i) implies

ZQmT de P 0T wT) forallneN.
<A i€l

Using D(p,w) ={Y_iczpndin(p,w)}, this can be rearranged in nominal terms as

Y (P wr)qnir=Dn(p(p* wr),wr). (A.3)
i€l

Condition (ii) implies

Y linr= Y L (P(p*0r),p* 0T Y1,

neN neN

*
Y =Y mm(p(p*wr),p* wr)yn,
reN reN

Using x ¢, (p,p*,w) =wsls, (p,p*,w) / cu(p,p*,w), Xen(p,p*,w) = prmem(p,p*,w) / cn(p,p* W),

and p(p*,wr)=c(p(p*,wr),p*,wr), we also have, in nominal terms,

Z werlenr= Z X (P(p"wr),p",wr) Pr(P” 0T Yn,T, (A.4)
Z pr(p* s wr)me,, = Zxrn p(p*wr),p* wr)fn(p* 0T Yn,T- (A.5)
reN reN

Combining condition (iii) with (A.3) and (A.5), and using E = {p,(p*,wr)e, }, further im-
plies

pn(p*wr)Yn 1= me p(p*wr),p*,wr)pr(p*wr)yr,r+Dun(p(p*,wr),wr)+Ey, foralln e N.
reN

In matrix notation, the value of the vector of gross output that solves the previous system is

{Pn(p*wr)yn,1}y =B(p(p"wr),wr)(D(P(p*wr)wr)+E), (A.6)

where B(p,p*,wr) = Y50 o MF(p,p*,wr) is the Leontief inverse associated with the input-
output matrix M(p, p*,wr) = {xm(P(p*,wr),p*,wr)}, whose existence follows from the
economy being productive (Corollary 1 p. 297 in Gale, 1960). Using (A.6) to substitute for
the value of gross output in (A.4), we obtain

Y lpmr=Ls(p"wr)+L, (A7)
neN
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where domestic factor demand and the factor content of exports are given by
{weLls(p*w) = A(F(p" w),p*w)B(p(p*,w),p*w)D(p(p*w)w),
{wyrLi}=A(p(p"wr),p" wr)B(p(p" wr),p*wr)E,

with A(p, p*,w) = {xs,(p, p*,w)} the matrix of unit factor requirements. Equation (7)
follows from (A.7) and the factor market clearing condition (4). O

A.3 Proof of Proposition 1
Proof. For any value of p* ={p;;} >0and REE={(1—-L{/Lo)/(1— L}‘;/if)}, consider the
vector of domestic factor prices w = {wy} > 0 that solves

RD¢(p*,w)=RSs/REEg forall f #0.

Under the assumption InRD is continuously differentiable with respect to (p*,w) and that
the matrix dInRD/dlnw = {dInRDy/dlnwy } is invertible for all (p*,w), the Implicit Func-
tion Theorem implies the existence of a unique function @(REE,p*) such that

RD¢(®@(REE,p*),p")=RSs/REE( forall f #0.
Moreover, dIn@/JInREE = {dln@¢/dInREE, } and dln@ /dlnp* = {dInW /dlnp;, } satisfy
olnw olnRD,_,

OInREE = olnw I (A8)
oln@w  dInRD. ;0dInRD

dlnp* = dlnw ] dlnp* ’

(A.9)

where 0InRD/dlnp* = {dInRDs/dInp; }. Let u = {InREEs} and v = {Inp},}. Integrating
equations (A.8) and (A.9) between autarky (1 =0,0 =00) and trade (u =InREE,v =Inp*),
we obtain

(u=InREE,v=Inp*) 3InRD.

1+ [alnRD

dlnw

dInRD
dlnp*

lan—ll’lZUA:—/ ]_1

(u=0,0=00) Jlnw dU) ’
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This can be rearranged as (AInw) 44, = (AINW ) ex ports + (AINW) iy pores With

(u=InREE0=Inp*) 9InRD, 4

(AInw ) exports = _/(uzo,z;:lnp*) olnw | ""do,
(u=00=Inp*) 9InRD, 4 ,0InRD

(AanU)jmports - _/(u—O,ZJ—OO) olnw ] [ alﬂP* ]du

A.4 Proof of Proposition 2

Proof. By definition, p(p*,w) is the unique solution to the zero-profit conditions
pn=cn(p,p*,w)forallneN.
Using equation (20), this can be rearranged as

Inpn=Y_ (1—Bn)Onbrulnp, +{Ingy, + Buln, (w)+ Y (1—Bn)(1—0,)0;,Inp;}, foralln e N,
reN reN*

with @, (w) = (Lre 70 fnwjl[_”) = denoting the CES price index associated with domestic

factor prices. In matrix notation, the previous system can be expressed as

{lnpn}:M’{lnpn}+{1n<pn+/3nlmbn(w)+ Z (1—Bu)(1—-04)0;,Inp; },
reN*

where M’ is the transpose of the input-output matrix M = {(1 — ,)©,60:,}. The unique
solution is such that

{Inpy} = (I—M")"H{Ing + Bulnd, (w) + Y (1) (1—©,)6;,Inp;}
reN*

= B'{In¢, + Bulnw, (w) + Z (1=Bu)(1-0,)07,Inp; },
reN*

where B= {by, } is the Leontief inverse associated with M. We therefore have

Pn(p* ) =exp{ ¥ bua[Ingy+ ooy (w) + Y (1-,)(1-©,)8npf]}.  (A10)
reN leN™

Starting from the definition of domestic factor demand in equation (5) and combining

(A.10) with the vector of domestic expenditure associated with (13), the matrix of factor
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shares, A(p,p*,w), associated with (17), and the Leontief inverse associated with (18), we
obtain the desired result. l

A.5 Proof of Proposition 3

Proof. In Proposition 2, we have established that

« N [ %f _aneNefmZm(P*/w)
RDf(p )= (wo) ZmeNQOmZm(P*rw)/

with Z,,, (p*,w) a function of {@, (w),B(p*,w),pn(p*,w)},

Z(p*,w) = Z “kerc,@mbmrwyl(w)pffl(P*rw)ﬁlfg(P*rw)-
ke, reN;

Differentiating the two previous expressions with respect to p;, we get

JdInRD ¥ dlnZ,,
g mg,v(rfm o) St (A11)
olnZ dlnp, dlnD
gy o 2179 <alnp: T al i) (412
Pn kekren; Pn NPn

with the shares 7, and zy,» given by

—— efmZm _ Xfm (ZkelC,reNkbmrDr)
fm= YoueNOmZn  LnenXfn (Zkelc,reNkbnrDr) '
. bmrp]g_lp,l,ialxkgrc bmrDr

ZkEK,TENkbmnPg_lp}l_gakenc Zke]clreNkbmnDﬂ .

We know that

) * _ ~1— * 1
Be(p*w)=( Y Onepy “(p*w)) 77,
nENk

Pn(p”w) =exp{ ZNbrn [Ing + B Ina, (w) +l ;/* (1-B,)(1-0,)0,Inp;]}.
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Differentiating the two previous expressions with respect to p;, we get

¥ k x 7
onp;, e " olnp:

onpg, .
olnws: mEZanmbmr~

Proposition 3 directly follows from equations (A.11), (A.12), (A.13), and (A.14).

A.6 Proof of Proposition 4

Proof. The same algebra as in the proof of Proposition 3 now implies

alnRDf oinZ,,
dinw, T Z fm— rom)alnw

aanm . _1) xgm
alnwg T Zfe}‘Xfm

olnp olnP
T Zm’(l_”)<al ol k)'
kelkC,reN; NWe NWg

aswell as

olnw, o VX rk dlnw,”

onp,
dlnw, o n;/vxgn bur-

Proposition 4 directly follows from equations (A.15), (A.16), , and (A.18).

A.7 Derivation of Equation (28)

(A.13)

(A.14)

(A.15)

(A.16)

(A.17)

(A.18)

We omit time subscripts for notational convenience. As established in the proof of Propo-

sition 2, domestic good prices satisfy

pn=exp{ Y _ bpu[Ing,+ B/ Inw,(w)+ Y (1—B)(1—0,)0};Inpf]},
reN leN®
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where @, (w) = (Lfe 705w f )1 1 is the CES price index associated with domestic factor
prices. For an arbitrary factor f, equation (17) implies

In@, (w) =Inw;+ ”—lnx frt — ——Infg,,

with x}l-?r = Xfr/ Y ge FXgr- Averaging the previous expression across factors and using firm
1’s factor cost shares as weights, we get

In®@, (w) =Inw? +&,, (A.20)

with InwP = Zfe].-xfr(lnwf + —lnxfr) and §, = 1=, Zfe}-xfrlanr Substituting for the log
of the CES factor price index in equation (A.19) and using x}. = (1— ;) (1—0,)0; implies

Inp, = Z by ,Brlner—{— Z xpnp; | +pn,
reN leN*

with 0, =Y, e pbrn (& +1ngpy ).
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B Appendix: Data Construction

In this appendix we provide further details about the data construction described in Section

4.1, as well as additional descriptive statistics not reported in the main text.

B.1 Firm-level Data

This section describes our methodology for constructing firm-level variables (available
from 2009 to 2015). Our sample of firms AV includes the full sample of firm IDs constructed
from groups of tax IDs in the data that share the same ownership structure (in a particular
sense described below). This set also considers a residual firm that we construct to create
the accounting identities in our model. We consider the tax IDs that either file income tax
forms or are named as the seller in the itemized VAT purchase annexes filed by entities
filing income tax forms. All incorporated firms, state-owned firms and certain branches of
government file a detailed tax form (F101) and are required to submit monthly purchase
annexes independent of their revenues and/or costs. Unincorporated firms (largely self-
employed individuals) instead file a simplified tax form (F102) if their annual revenue ex-
ceeds a standardized deduction amount (which was approximately $10,000 in our sample
period). They are obligated to keep accounting records and file monthly purchase annexes
if they have yearly revenues greater than $100,000, or yearly costs and expenses greater
than $80,000, or begin economic activities with a capital of at least $60,000.°7 All other
self-employed individuals (the vast majority) do not file purchase annexes.

B.1.1 Transaction Data

We use the information in the purchase annex to measure transactions between tax IDs. For
each transaction, the data contains information on the tax ID of the buyer, the tax ID of the
seller, the amount of the transaction, the VAT paid, whether the transaction was subject to
a tax rate of 12% or 0%, and the transaction’s date. This amount of detail allows us to, after
dropping negative valued transactions, enforce the transaction value to be consistent with
the VAT paid when this is positive. In each year, we compute the total value of annual trans-
actions between tax ID pairs based on the registered date.®” We only consider transactions

that are not subject to future amendments, and have different tax IDs for buyer and seller.%!

59Many firms that fall below these thresholds do voluntarily file purchase annexes, but for such smaller
firms (whose aggregate presence in the economy is limited, by nature) the records on intermediate purchases
may be incomplete.

%0When this is missing we use the purchase date. When both are missing we drop the transaction.

61We also manually exclude 38 transactions that appear to reflect data entry errors because they are above
1billion dollars and are more than three times larger than the total cost reported in the buyer’s tax form.
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We implement three adjustments to the transaction data in order to minimize reporting
errors. First, we drop monthly transactions whose values are more than 10% higher than
the buyer’s total annual cost as reported in its tax form. Second, we drop all transactions
associated with tax IDs that do not file a tax form but do file a purchase annex. Third, we
assume that sellers who appear in the purchase annex of other firms but who do not have
a tax filing themselves must have an annual revenue below the minimum filing thresh-
old; we therefore exclude all transactions associated with non-tax filing sellers whose total
transaction sales are above a threshold (which we set at $20,000 to be conservative).

Table B.1 reports the number and value of the transactions dropped in each of these
three steps (after excluding the 38 transactions above one billion dollars). These steps re-
tain approximately 85-90% of the (buyer-seller-year aggregated) transactions in each year,

which corresponds to around 75% of the total transaction value in the original sample.

Table B.1: Summary Statistics, Transactions Data

2009 2010 2011 2012 2013 2014 2015

Initial number of transactions 8,677,431 9,364,802 8,613,543 11,522,840 13,079,139 14,054,238 13,637,666

Share deleted:
due to criterion 1 0.032 0.023 0.018 0.038 0.030 0.029 0.034
in addition, due to criterion2  0.100 0.101 0.123 0.084 0.077 0.074 0.106
in addition, due to criterion 3 0.009 0.008 0.030 0.006 0.008 0.008 0.014
Share deleted due to 1,2 or 3 0.140 0.132 0.171 0.129 0.115 0.110 0.154
as share of total value 0.229 0.229 0.302 0.282 0.263 0.251 0.255
Valid transactions 7,458,601 8,130,942 7,138,729 10,037,436 11,577,381 12,505,186 11,531,092

Notes: The reported number of transactions is that obtained after first summing up all transactions that
occurred within each buyer-seller pair (separately by year).

B.1.2 Grouping Tax IDs Into Firms

We start by grouping corporate tax IDs into firms based on their ownership structure. This
draws on a unique ownership annex that every incorporated firm must file, which reports
the personal and corporate tax IDs of each owner of the filing tax ID, as well as their corre-

sponding ownership shares of each owner.®> We merge a tax ID into a parent tax ID when-

62This dataset is available to us from 2011-2015 so we use firms’ 2011 ownership information in 2009 and
2010. In the first four years of our sample, firms were required to report the identity of their owners at the
time of incorporation, with the Ecuadorian tax authority responsible for periodically updating potential
changes in ownership structure; starting in 2015, the final year of our sample, firms were further required
to report any changes in ownership in their annual filings. For unincorporated firms, the firm’s tax ID
corresponds to the personal tax ID of the owner.
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ever the parent tax ID owns more than 50% of the tax ID’s shares. For each firm group, we
compute all financial variables by summing the values of the same variable across all tax
IDs in the firm group. We assume that the firm’s ownership structure, as well as the firm’s
sector and location, is given by that of the highest-level holding firm.

Over the entire period, there are 13,030 corporate tax IDs in firm groups with multiple
tax IDs, which amounts to 0.31% of the total number of corporate tax IDs in our data. Table
B.2 shows that, in each year, more than 50% of the firm groups have only two tax IDs. This
procedure yields a dataset with 4,201,841 unique firm IDs (the vast majority of which re-
flect self-employment, as we discuss below) that are active at least once between 2009 and

2015, which is 7,408 fewer than before the grouping process.

Table B.2: Summary Statistics, Corporate Tax ID Grouping

2009 2010 2011 2012 2013 2014 2015
Grouping sample
Group size distribution
50" percentile 2 2 2 2 2 2 2
75! percentile 3 3 3 3 3 3 3
90" percentile 5 5 5 5 5 5 5
Unique corporate tax IDs 8,115 8,115 8,115 5,214 5,431 5,715 5,894
Unique firm IDs 2,785 2,785 2,785 2,458 2,597 2,739 2,837
Full sample
Unique corporate tax IDs 1,193,068 1,294,694 1,253,722 1,608,082 1,703,797 1,717,356 1,759,809
Unique firm IDs 1,187,738 1,289,364 1,248,392 1,605,326 1,700,963 1,714,380 1,756,752
Difference 5,330 5,330 5,330 2,756 2,834 2,976 3,057

Notes: The “grouping sample” comprises the sample of corporate tax IDs that are part of a firm ID group of
at least size 2. The “full sample” contains all corporate tax IDs and firm IDs in our final dataset.

B.1.3 Construction of Firm-level Variables

We now describe our procedure to create the revenue and cost variables of each firm in a
given year. Our goal is to combine the information in the tax forms and purchase annexes
in order to create revenue and cost variables that are consistent with our theory. Specifi-
cally, we assume that a firm’s revenue R;, is the sum of its exports E,, its final sales D,,, and

its intermediate sales to other domestic firms ;¢ o 20 Mnm:

Rn:En+Dn+ Z Mnm+MnR/ (B-l)
meN ,m#n,R
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where M, r are sales to a consolidated residual firm that we use to account for inconsisten-
cies in the data.

We construct the firm’s cost items in such a way as to equalize revenues and (full factor)
costs. The firm’s total cost is the sum of the firm’s profit I'l,, its labor cost W, its imports
X5, and its input purchases from other domestic suppliers }_,,,c o7y n Minn:

Ry=TL,+Wy+X;+ Y.  Mun. (B.2)
meN ,m#n,R

This treats the firm’s profits as a “cost” that is simply its payments to its owners (i.e. to a
capital factor).

To construct each of these variables, we classify firms into four categories according to
the type of information available: (1) firms reporting positive corporate revenue or cost
in their F101 or F102, (2) firms only reporting positive personal revenue or costs in their
F102, (3) firms that are identified as sellers in the purchase annex of a buying firm and do
not themselves file tax forms or a purchase annex, and (4) two consolidated firms and a
residual firm described further below. We now describe our procedure for constructing the

revenue and cost structure in the economy for each of these four categories.

Firms of Typeland 2. Westartby defining the items in the firm’s revenue stream in (B.1).
For each firm ID, we compute the sum across the firm’s tax IDs of their reported (on forms
F101/2) total revenue R* and exports E!**. We use the purchase annex to compute sales
of firm ID 7 to each other firm ID m, M4, We then compute the variables as follows. First,
we specify exports and intermediate sales as reported in the tax form and purchase annex:

n = Ei* and M, = M,Ian1 forall n € N and n # R. Second, we attribute any residual

revenue to final sales:

Dnzmax{O,Rffx—Eff"— Y. Mgﬁ}.
meN ,m#R

We then construct the items in the firm’s cost structure in (B.2). For each firm ID, we
specify the firm’s payroll and imports using the sum across the firm'’s tax IDs of the values
reported in their tax forms of wage bill and imports: W, = W* and X} = X//* .6 We then

use the definitions (B.1) and (B.2) to compute revenue, profits and sales to the residual firm

63For the case of the single state-owned oil producer in Ecuador, we obtain this wage bill, export,
and import information from the social security and customs datasets due to this firm’s incomplete cost
information on its own tax filing early in our sample period. Further, in 2010 and 2011, because of the firm'’s
restructuring process, we do not observe a reliable value for the firm'’s final sales so we set this to zero; such
sales are a small share of the firm’s total sales in other years.
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such that the firm at least breaks even. Specifically, we define

M, =Ef*+Dy+ Y. M- (Wffux,ﬁ“xf* + M,%) : (B.3)

meN ,m#n,R meN ,m#n,R
and define 5 )
IT,=1I, and M,z=0 if I, >0
[1,=0 and M,gr=-I1, if IT,<0,W,+X;>0 (B.4)

where € denotes a small positive constant.** Finally, we compute R, using the accounting
relation in (B.1).

To understand these expressions, consider a firm whose revenue from domestic and
foreign sales is strictly above its costs from labor, imports and intermediates. In this case,
profits are defined as the difference between revenue and costs, implying sales to the resid-
ual firm of zero. Whenever the difference between revenue and costs is negative, we cre-
ate additional sales to the residual firm, so that profits are zero if W, + X;; > 0 or € if
Wy, + X}, = 0. This adjustment is necessary to guarantee the existence of the Leontief in-
verse, B= (I — M)~!, by imposing the requirement that the share of the firm’s costs from

intermediate inputs is strictly below one, ) ,,c ArXn <1 for all n.

Firms of Type 3. Since firms of type 3 file neither a tax form nor a purchase annex, we do
not have all the cost and revenue items described above for firms of type 1 or 2. Thus, for
every firm n of type 3, we specify E, = D, = X;; =0 and M,,, =0 for all m € . In addition,
we define the firm’s labor cost W), as the sum across all the firm’s tax IDs of their wage bill
in the social security database. We set labor payments to zero if none of the firm’s tax IDs
can be found in the social security database. This implies that [T, =Y, N mtn, rRMPA W,
We then compute profits and residual sales using the procedure in (B.4) and revenue using
the accounting relation in (B.1).

Other Firms. We construct two consolidated firms, “financial” and “public”, and a resid-
ual firm. The first consolidated firm consists of all tax IDs reporting their main activity to
be in the financial sector. The second one consists of all tax IDs that are flagged as either
a state-owned firm or a government agency. However, because Ecuador’s state-owned oil
tirm is a major exporter, we exclude it from the consolidated public firm and treat it as an

ordinary firm (though one owned by the government rather than any individual). For both

641n practice, because of numerical rounding, we set € to $10 if the maximum of revenue and costs is less
than or equal to $5, or € equal to 0.1% of the maximum of revenue and costs otherwise.
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of these consolidated firms, we construct the firm’s revenue and cost following the same
procedure as that adopted for the firms of type 1 and 2.

Lastly, we compute outcomes for a residual firm. We compute the intermediates pur-
chases of this residual firm using M,,r as implied by the procedure above. In order to guar-
antee that this firm breaks even, we specify thatits final sales cover intermediate purchases,

D,= €+Zn€./\/MnR-

B.1.4 Summary Statistics

Sample of Firms We now present simple summary statistics about our sample of firms,
N, that includes firms of types 1-3 as well as the two consolidated firms and the residual
tirm. Table B.3 reports the counts of firms of types 1-3 (by year), with shares broken down by
single-person firms (those that correspond to self-employed individuals working in their
own firm).%° In addition, Figure B.1 illustrates how several of our key variables (revenues,
costs, imports, exports, labor payments, and capital payments/profits) are distributed
across: (i) corporate firms; (ii) single-person firms; and (iii) the two consolidated firms and
the residual firm. These findings indicate how corporate firms account for only 5% of firm
tax IDs, but are responsible for more than 75% of the aggregate revenue in our sample. Such
tirms also account for essentially all of Ecuador’s exports and imports. On the other hand,
the vast majority of firms in our sample are of types 2 and 3. These firms are predominantly
self-employed individuals. Depending on the year, about half of the incorporated firms fil-
ing tax forms (type 2), and 96-98% of the firms not filing tax forms (type 3), are single-person
firms. Such firms account for a tiny share of exports, imports and a small share of total rev-

enue; however, they are responsible for a slightly higher share of final sales and profits.

Firm Revenues and Costs. Table B.4 reports the distribution of revenue and cost char-
acteristics for firms of different types (in the pooled sample of firm-year combinations).
Evidently, the revenue distribution is very skewed for all firm types. Firms of type 1 are
larger and obtain a higher share of their revenue from final sales. These firms account
for almost all of the country’s exports and imports, but this is concentrated in just a few
firms—for instance, more than 95% of the firms of type 1 do not export or import. For firms
of types 2 and 3, most of the revenues come from intermediate sales. These firms tend to
have low cost shares stemming from hired labor or the purchase of intermediates, as most
are self-employed individuals that do not have any reported input purchases. Indeed, by

%5We define define single-person firms as either (a) firms with labor cost of zero and no entries in the social
security database, or (b) those firms with a single employee in the social security database where employee
is also registered as the firm’s owner.
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Table B.3: Summary Statistics, Firm Counts by Firm Type

2009 2010 2011 2012 2013 2014 2015

Panel A: Firms of type 1
Number of firms 84,795 88,200 94,796 115,716 121,734 127,797 118,459
Share of single-person firms 30% 27% 24% 25% 23% 23% 23%

Panel B: Firms of type 2
Number of firms 390,319 422,932 368,193 625,678 640,305 686,208 648,257
Share of single-person firms  62% 58% 50% 46% 46% 44% 42%

Panel C: Firms of type 3
Number of firms 711,639 777,260 784,375 863,379 938,371 899,844 989,417
Share of single-person firms ~ 98% 98% 96% 98% 97% 97% 97%

Notes: Firms of type 1 are those reporting corporate revenues or costs in their tax forms. Firms of type 2
are those only reporting personal revenues or costs in their tax forms. Firms of type 3 are those not filing
tax forms but mentioned as sellers in the purchase annex of other firms. Single-person firms are either (i)
firms with labor cost of zero and no entry in the social security database, or (ii) firms where the sole listed
employee is the firm’s owner itself.

definition, type 3 firms have no reported costs due to intermediates.

B.2 Payments to Factors and Individuals

In order to connect firm payments to factors of production and individual factor endow-
ments, we use two databases: the social security employer-employee database (IESS) that
allows us to match workers to each firm, and the ownership survey that allows us to match
owners to each firm. Our sample of individuals Z includes all individuals with positive
income in the social security and ownership dataset that are associated with a firm in our
sample (excluding the consolidated financial, residual and public firms). We assign work-
ers to provinces based on the location of their main employer defined as the firm ID from
which the individual earns most of her income.®® We also create a residual agent that re-
ceives all factor payments made by firms in our sample to individuals that are either absent

from our sample or in our sample, but with missing demographic information.®”

%The firm’s location (as reported in its tax filing) will reflect that of its headquarters, which may not
correspond to the location of every establishment in a multi-establishment firm. Section B.4.1 compares
factor payments derived from the administrative data discussed here to that in a nationally representative
earnings survey, which provides reassurance that such measurement error is unlikely to be large.

67In practice, capital payments to the residual agent include profits received by the foreign owners of
Ecuadorian firms as well as the Ecuadorian government. Such capital payments may also arise in the
presence of minority shareholders for publicly-listed firms (of which there are relatively few in Ecuador).
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Table B.4: Summary Statistics, Firm-Level Data

Percentiles of distribution

10 25t 50 75! 90" 95!" 99!h
Panel A: Firms of type 1
Revenues, USD 5,000 37,948 150,391 437,514 1,298,151 2,699,949 13,687,005
Share of revenues derived from:
Final sales 0.00 0.10 0.62 0.97 1.00 1.00 1.00
Interm. sales 0.00  0.00 0.16 0.73 0.99 1.00 1.00
Exports 0.00  0.00 0.00 0.00 0.00 0.00 0.80
Residual sales 0.00  0.00 0.00 0.00 0.30 0.97 1.00
Share of costs derived from:
Wages 0.00  0.00 0.07 0.23 0.48 0.67 1.00
Interm. purchases ~ 0.00  0.09 0.42 0.75 0.94 1.00 1.00
Imports 0.00  0.00 0.00 0.00 0.00 0.26 0.74
Capital (i.e. profits) 0.00  0.03 0.25 0.66 1.00 1.00 1.00

Panel B: Firms of type 2

Revenues, USD 1451 2926 9,644 26,220 59,340 88,585 214,738
Share of revenues derived from:
Final sales 0.00 0.00 0.32 0.97 1.00 1.00 1.00
Interm. sales 0.00 0.00 0.10 0.81 1.00 1.00 1.00
Exports 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Residual sales 0.00 0.00 0.00 0.00 1.00 1.00 1.00
Share of costs derived from:
Wages 0.00 0.00 0.00 0.49 1.00 1.00 1.00
Interm. purchases ~ 0.00  0.00 0.00 0.00 0.00 0.00 0.00
Imports 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Capital (i.e. profits) 0.00  0.51 1.00 1.00 1.00 1.00 1.00

Panel C: Firms of type 3
Revenues, USD 23 104 510 2,347 5,765 9,014 17,302
Residual sales share ~ 0.00  0.00 0.00 0.00 0.00 0.00 0.98

Notes: Each row reports features of the distribution (pooling across all firm-year observations that appear in
the tax data, for the given firm type) of the indicated variable. Firms of type 1 are those reporting corporate
revenues or costs in their tax forms. Firms of type 2 are those only reporting personal revenues or costs in
their tax forms. Firms of type 3 are those not filing tax forms but mentioned as sellers in the purchase annex
of other firms.
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Figure B.1: Aggregate Outcomes by Firm Category
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B.2.1 Data Construction

Firm Shares of Payments to Individuals. We start by constructing firm payments to la-
bor factors as follows. For every individual i € Z, we define the firm’s labor payment share
toias xb = WIESS /WIESS where WIESS is the value of annual earnings reported by firm
n in the social security database for i, and W!ESS is firm n’s total payroll reported in the
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IESS.% A fraction of such individuals cannot be matched to the Civil Registry, which con-
tains the demographic indicators that we later require, so we assign such individuals to
a residual labor agent as xk, =1 —Y;c7xt. The payment share x% is also set equal to
one for firms that have positive labor payments in their tax firms but no employees in the
social security dataset, as well as for the three consolidated firms in our sample. We con-
sider every single-person firm 7 to be a self-employed individual and reclassify the firm'’s
profits as labor payments to the individual-owner; that is, W,, =11,,, I,, =0, and xiLn =1 for
the individual-owner i. Finally, we construct the matrix of share of firm-individual labor
payment shares as x- = {xiLn}(i,n)erN-

We then proceed similarly for the case of capital payments to individuals. For every in-
dividual i € Z, we measure 8,,; as the ownership share of individual i in firm 7. For a single-
person firm, we set ¢,; = 1 for the individual-owner. We compute the ownership share of
the residual agent as ¢,r =1—) ;c70,;. These capital ownership shares yield the matrix of
shares of capital payments to different individuals in our sample, 8 = {8; } (j n)czx A

Firm Shares of Payments to Factors. We define labor factors in terms of education-province
pairs, and an additional residual labor type. We compute the firm’s payments to each fac-
tor using the personal information of its employees in the Civil Registry. Specifically, we
define D}i as a dummy variable that equals one if individual i belongs to the group associ-
ated with factor f and the row vector with the dummy variable for different individuals as
D}J = {D}i}iez. For the residual type, the vector has entries equal to one for all individuals
in our sample with missing personal information in either the Civil Registry or IESS, as
well as the residual agent i = R. We then compute the firm payment shares to each labor
factor as {x, buen = D%deiag({Wn /Ry }nen) foreach f e F.

Similarly, we compute the firm payments to different capital types. For each firm n, we
compute DX, =1 if firm n is in sector s, and define the row vector containing this dummy
for all firms as DX = { DX, },,cx. We consider two sectors s: Oil and Non-Oil. Finally, we
compute firm payment shares to each capital factor as {x s, } nen = D}(dia S({IL, /Ry }nen)
for each f € Fk.

Individual Factor Earnings. The last step is to construct individuals” earnings and earn-
ings from each factor service that they supply. Let Yy; denote i’s income associated with

8In practice the employer-employee database we use is built from two underlying sources. We begin with
a database compiled from firms’ filings of tax form F107, which lists firms” annual payments to individual
employees. We then supplement this with a second database compiled from monthly social security filings,
which also report individual-level earnings at each firm, giving priority to the former database in the case
of discrepancies. We refer to the combined database as the “social security database”, in line with the most
commonly available source of employer-employee matched data in other countries.
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factor f, and Y; be i’s total income Y; = Y reF Yy For labor factors feFL Y= {Yfi}iEI is
simply the vector of individual labor payments times the dummy vector indicating which
individuals are associated with each group defining factor f (education-province pair or
residual): Yy = D}diag(xL{Wn}neN). For capital factors f € Fx, Yr = {Yf;}icz is the prod-
uct of the matrix of payments individuals get from different firms, ddiag({I1,},cnr), and
the dummy vector indicating whether firms are associated with the oil or the non-oil sec-
tors, DJI§ DY = DJIfdia ¢({I1, }»)(¥)". Finally, we compute, for each individual, the income
share associated with each factor, ws; =Yy;/Y;.

B.2.2 Summary Statistics

We now present summary statistics regarding our sample of individuals and factors. In the
tirst part of Table B.5, we report the number of individuals in our sample. Across years, the
number of individuals in our sample grows reflecting mostly the increase in formalization
rates in Ecuador. In 2012, the administrative dataset has approximately 3 million indi-
viduals with positive income, accounting for approximately half of Ecuador’s employed
and/or business-owning population (according to the 2011-12 earnings survey that we de-
scribe in Section B.4). We have information on education and province for roughly 90% of
the individuals with strictly positive income. The second panel displays statistics for our
baseline sample of individuals with strictly positive income and whose labor income can
be mapped to an education-province pair. In 2012, there are 2.7 million such individuals in
our baseline sample, with 30% of them employed in single-person firms. Thelast part of the
table reports the annual income at different parts of the distribution. In 2012, the median in-
come was around $4,900. The earnings distribution in this administrative dataset contains
many individuals with very low apparent earnings (e.g. 10% with $275 or less in 2012), but
this is largely driven by single-person firms and partially reflects a part-time or seasonal in-
volvement in such activities. The earnings distribution derived from survey data reflecting
all types of earnings, described in Section B.4, does not have this same feature.

Figure B.2 reports the share of payments to different factor types by income percentile.
It shows that the capital income share is especially important at the top of the distribution,
accounting for 38% and 64% of income in the 95 and 99 percentiles, respectively. The plot
also shows that individuals with higher education levels are more likely to be at higher
income percentiles. Excluding capital income, low-education individuals correspond to
15%-20% of income above the 90th percentile of the distribution, but they account for more
than 40% of the income below the 10th percentile. For high-education individuals this pat-
ternis reversed: this group generates around 15-20% of income in the bottom 10 percentiles

and almost 50% of income in the top 10 percentiles.
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Table B.5: Summary Statistics, Sample Characteristics Across Individuals

2009 2010 2011 2012 2013 2014 2015

Panel A: Full sample of individuals in administrative dataset

Total number of individuals 2,415,353 2,659,960 2,892,573 3,321,721 3,519,478 3,643,283 3,615,025

with positive income 2,257,012 2,460,881 2,678,434 3,002,236 3,194,633 3,298,941 3,287,376
93%)  (93%)  (93%)  (90%)  (91%)  (91%)  (91%)

with complete information 2,010,127 2,211,677 2,362,464 2,676,358 2,718,088 2,720,353 2,580,298
(83%) (83%) (82%) (81%) (77%) (75%) (71%)

Panel B: Baseline sample of individuals

Total number of individuals 1,981,641 2,150,515 2,291,202 2,613,011 2,669,472 2,681,918 2,565,728

in single-person firms 696,199 728,362 587,923 789,962 777,026 720,974 713,180
(35%) (34%) (26%) (30%) (29%) (27%) (28%)

Panel C: Percentiles of income in baseline sample (Y;), USD

10t 280 286 306 275 269 305 218
50" 4,024 4,224 4,466 4,874 5,350 5,794 6,003
90" 22,038 22,897 23,250 25,989 26,915 28,217 28,442
99t 166,159 165,152 224921 187,074 180,945 180,698 177,891

Notes: Panel A is based on all individuals in our administrative dataset. Panels B and C are based on our
baseline sample of individuals in the administrative dataset who have strictly positive income and whose
labor income can be mapped to an education-province pair.

B.3 International Trade Data

We rely on two sources of international trade data. The first is Ecuador’s custom records,
which measure firm-level exports and imports in each HS6 product and by the partner
country of destination or origin.®” This dataset covers the universe of Ecuador’s exports
and imports in 2009-2011. We focus on Ecuador’s trade with its 50 largest trade partners,
and aggregate all other countries into a group representing the rest of the world. Figure C.1
describes the composition of Ecuador’s exports and imports in 2009-2011, based on this
customs database. Our second source of trade data is CEPII's BACI dataset, which reports
bilateral trade flows worldwide (for 2009-15 and beyond) at the HS6 level.

®9Ecuador’s custom records track products using the 6-digit NANDINA system, which is similar to the
2007 HS 6-digit classification system. We drop trade flows in the case of the 1.4% of NANDINA codes that
we cannot match to HS codes.

72



Figure B.2: Share of Aggregate Factor Payments by Factor Category, 2012

75%
50%
25%

Oth

=
o
Q
e

Share of income by factor categc

0%

25th _50th 75t 100th
Percentiles of total income

I Low educatiod™] Mid educatiorf#l High educatioi | Capital

Notes: Based on baseline sample of individuals in the administrative dataset who have strictly positive
income and whose labor income can be mapped to an education-province pair.

B.4 Earnings Survey Data

This subsection describes the earnings survey data that we use to supplement our baseline
analysis in Section 7.3. Section B.4.1 describes Ecuador’s National Survey of Income and
Expenditures from Urban and Rural Households (ENIGHUR), a detailed survey carried
out in 2011-2012 that we incorporate into our analysis in Section 7.3. Section B.4.2 de-
scribes Ecuador’s National Employment, Unemployment and Underemployment Survey
(ENEMDU), a shorter survey that was carried out quarterly throughout 2009-2015, which
we use in Section D.3. Both surveys were administered by Ecuador’s National Institute of
Statistics and Censuses (INEC).

B.4.1 ENIGHUR Survey

Ecuador’s ENIGHUR survey collected information from 39,617 households during the pe-
riod between April 2011 and March 2012. Its objective was to measure the distribution,
amount and structure of household income and expenses. This dataset is representative
at the national level and covers Ecuador’s formal and informal economy. It has informa-
tion about 153,444 respondents, who resemble Ecuador’s total population (15.24 and 15.47
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million in 2011 and 2012, respectively) when we take into account the frequency sampling
weights available in the survey.”’ We limit our sample to the group of respondents that
were 15 years or older at the moment of being surveyed, and keep only those with positive
earnings who are currently working.”! This results in a sample size of 60,465 respondents,
representative of (according to ENIGHUR'’s estimates) approximately 6.01 million work-
ing individuals in Ecuador.

Importantly, the survey reports each respondent i’s demographics, monthly earnings,
and workplace characteristics for each occupation o (including both employment, self-
employment, and operating a business that the respondent owns a share of) in which they
were engaged during the week prior to their survey week.”> We classify each occupation
o for each respondent i as formal in the following cases: when o(7) refers to employment
at a firm (not a domicile), if that firm either has a taxpayer ID (a Registro Unico de Con-
tribuyentes, or RUC) or has more than 100 employees, and i reports receiving some social
security contributions from their employer; when o(i) refers to employment in domestic
work, if the respondent reports receiving some social security contributions from their em-
ployer; when o(i) refers to employment in a branch of government; and when o(i) refers to
operating a firm in which the respondent is a partial owner, if that firm has a RUC or has
more than 100 employees. Otherwise, we classify o(i) as informal.

We then classify o(i) according to its factor group f in the same way as in the baseline
administrative data. If o(i) refers to either employment at a firm, or self-employment at re-
spondent i’s own firm but where 7 hires no paid employees, then we classify the factor type
as labor of the type corresponding to the respondent’s education-province. Otherwise, if
o(i) refers to the operation of a firm that the respondent partially or wholly owns, and that
hires employees, we classify the factor type as oil or non-oil capital depending on the sector
in which the firm operates. The survey has 544 original (i.e. unweighted) respondents in
the median factor group, 138 respondents in the smallest, and 4,049 in the largest.

Based on these definitions and the information on annualized earnings by occupation,
we denote Yjsr as individual i’s total annual earnings, summed across all occupations

o(i), from each factor type f and formality status F.”> Then we calculate total earnings as

7OIn what follows, all aggregate statistics that we employ are weighted by these sampling weights.

1A respondent is defined as currently working if s/he either: (i) worked (as an employee or in the
operation of a business that the respondent wholly or partially owns) at least one hour last week; (ii) did not
work last week but did an activity to help the household (like helping in a family business); or (iii) did not
work last week, but had a job or business to which s/he was surely going to return after a temporary absence
(such as an illness or vacation).

72The survey questionnaire asks all of the details we require about the respondent’s “main” and
“secondary” occupation. For “all other occupations” (of which fewer than 1% report having any) the ques-
tionnaire does not allow us to classify the occupation(s) as formal or informal, so we code these as informal.

7Employment earnings include (annualized rates of) wages, overtime and bonuses in the past month
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Yi=YrrYirr and factor earnings shares as wjr r = Yjr p/Y;. Finally, we calculate the to-
tal informal factor earnings within each sector. These ingredients enter the counterfactual
calculations reported in Section 7.3.

While our analysisin Section 7.3 uses data on formality from the administrative database
and data on informality from the ENIGHUR survey, it is useful to compare their measures
of the formal earnings of each factor. Figure B.3 does this for 73 factor groups (72 labor
groups plus Non-oil capital, since Oil capital is in practice never sampled in the survey,
and all individuals have information on both education and province, which avoids the
need for a residual labor group) using the 2011 administrative data. The fit among the la-
bor groups is high (the R? from the line of best-fit for Figure B.3 is 0.78), so it appears that,
despite the possibility of survey misreporting and sampling errors, the administrative and
survey datasets are capturing similar notions of formal earnings across the labor factor dis-
tribution. However, the capital point is a clear outlier, with far more total capital earnings
in the administrative dataset than in the (formal earnings segment of the) ENIGHUR sur-
vey. This should be expected given the active definition of capital earnings that is implicit
in the earnings survey, as well as the likelihood of a survey failing to capture top earnings,
especially among capital owners.

Finally, Figure B.4 reports the share of earnings within each factor group that is earned
from the formal economy. The median factor group derives earnings that are 60.4% formal,
but there is considerable dispersion across factors in their formal income shares (the min-
imal share is 18% and the maximum is 96%). There is no systematic relationship between
a factor’s total (that is, formal plus informal) survey earnings and its formal income share.
However, Figure B.4 shows that there does exist a clear (positive) relationship when the

formal income share is compared to per capita earnings across factor groups.”*

B.4.2 ENEMDU Survey

While the ENEMDU survey was conducted quarterly, its fourth quarter editions were more
explicitly designed to be representative at the province level (and typically larger) than
those in the rest of the year, so we use only the fourth quarter information. This results in a
number of respondents (with positive earnings, over the age of 15) ranging from 25,590 to

41,991 depending on the year.

as well as total amounts of additional payments (paid leave, retroactive payments, etc.) received in the past
year. We calculate (annualized rates of) the earnings of business owners as the firm’s profits (over the past
year for agricultural businesses, and over the past half-year for non-agricultural businesses) adjusted for the
respondent’s ownership share (though in the case of agricultural businesses this share is unreported, so we
assume it to be 100%).

74We calculate per capita factor group earnings on the basis of survey respondents’ main occupations.

75



Figure B.3: Comparison of Administrative and Survey Factor Earnings
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Notes: Filled dots correspond to labor factor groups (education-province pairs) while the empty dot
represents the non-oil capital factor, and the black line indicates y = x. The x-axis reports the (log) value of
total earnings in each factor group (i.e. Yy = };c7Yjs) as measured in the administrative data in 2011. The
y-axis reports the analogous measurement from the ENIGHUR survey in regards to formal earnings.

This survey shares many features with the ENIGHUR survey described above, so we
discuss here only any differences that have implications for our analysis. First, all EN-
EMDU respondents report their earnings in the past month. Second, unlike the ENIGHUR
survey, the ENEMDU survey does not disaggregate business costs so we cannot use reports
of positive wage costs to identify businesses that hire employees (and hence are owned by
a capital factor); we use the respondent’s occupation description instead.”> Third, the EN-
EMDU survey does not report the ownership share of business owners, so we assume that
they earn all of their firm's profits.76 Finally, ENEMDU provides slightly less information
with which to classify employee income as formal or informal.””

While these differing survey characteristics may result in differing measures of factor
earnings in ENEMDU and ENIGHUR, we find that such differences are minimal in prac-
tice. Across factor groups, the correlation between total earnings inferred from the 2011

>That is, when the occupation is categorized as “patron” the survey questionnaire intends this to refer
to a business that typically hires others. By contrast, when the occupation is listed as “self-employed” this
refers to a business that has no salaried employees.

76In the ENIGHUR survey, which does report ownership shares, the share of total profits accruing to the
respondent, aggregating across all respondents and occupations, is 96%.

77For employee occupations our previous formality classification requires that both the employee’s firm
has formal characteristics and that the employee appears to be enrolled in the social security system. Informa-
tion on the latter is incomplete in ENEMDU. In particular, for main occupations only the total amount of em-
ployer deductions (due to social security payments, income tax payments, etc.) is reported, so we assume that
any positive total amount implies social security enrollment. For secondary occupations no such information
is reported, so we remove the social security requirement from our formality classification in such cases.
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Figure B.4: Formal Share of Earnings by Factor Group
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Notes: Filled dots correspond to labor factor groups (education-province pairs) while the empty dot
represents the non-oil capital factor. The figure on the left reports on the x-axis the (log) value of total
earnings in each factor group (i.e. Yy =} ;c7Yis) as measured in the survey data, whereas the one on the right
reports the (log) per capita earnings in each factor group (i.e. Yy divided by the frequency-weighted number
of respondents whose main occupation corresponds to factor group f) as measured in the survey data. The
common y-axis reports the share of the factor group’s total earnings that is obtained formally.

ENEMDU survey and those from the 2011-12 ENIGHUR survey is 0.96. Similarly, the
correlation between the two surveys’ inferred number of individuals whose primary occu-
pation lies within each factor group is 0.97, and the correlation between their inferred share

of factor earnings that is formal is 0.96.

77



C Appendix: Empirical Results

C.1 Summary Statistics
C.1.1 Trade flows

We begin with the composition of Ecuador’s trade flows in 2009-2011, as reported in the
customs data. Figure C.1 does this for both exports and imports by broad categories.

Figure C.1: Composition of Ecuador’s Exports and Imports, 2009-2011
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Notes: Trade flows by product category computed from firm-level custom records in 2009-2011.

Next, we compare the composition of Ecuador’s trade flows with other countries that
are at a similar level of aggregate per capita earnings. We do so using trade data for
2012 from the Atlas of Economic Complexity (AEC) produced by The Growth Lab at Har-
vard University (2019). While there are many ways to display such comparisons we take
a simple approach of aggregating products (based on AEC definitions) into three cate-
gories—primary, secondary and tertiary—so that a country’s shares of exports and imports
can be plotted on the two-dimensional simplex.”® Figure C.2 displays in such a simplex the
location of every middle- and low-income country in the world (according to World Bank

classifications) with a population above 500,000.

78Primary products comprise the Agricultural, Stone, Minerals, and Metals categories; secondary
products are those from Textiles, Chemicals, Vehicles, Machinery, and Electronics; and tertiary products are
those from Services. We omit the category Other (and rescale all shares after doing so).
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Figure C.2: Composition of Trade Among Low- and Middle-Income Countries, 2012
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Notes: Trade flows in 2012 for each country (red for Ecuador, gray for all others) as reported by the Atlas
of Economic Complexity. Included countries are those that have a population above 500,000 and are not
designated as “high income" by the World Bank in 2012.

C.1.2 Earnings and Trade Exposure

Table C.1 reports summary statistics of the distribution of capital income shares, export

exposure and import exposures across individuals in Ecuador from 2009-2015.
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Table C.1: Summary Statistics, Income and Exposure Across Individuals

Percentiles of distribution
Mean 10 50th 90th 99th 99 gth

Capital income share 0.078  0.000 0.000 0.003 1.000  1.000
2009 Export exposure (EE;) 0.158  0.088 0.138 0.281 0.455  0.455
Import exposure (IE;) 0.041 0.014 0.031 0.097 0.111 0.122

Capital income share 0.082 0.000  0.000 0.020 1.000 1.000
2010 Export exposure (EE;) 0.169 0.088 0.143 0.287 0.479 0.479
Import exposure (IE;) 0.045 0.011 0.032 0.104 0.128 0.148

Capital income share 0.088  0.000 0.000 0.121 1.000  1.000
2011 Export exposure (EE;) 0164  0.095 0.139 0292 0445  0.445
Import exposure (IE;) 0.043  0.003 0.028 0.105 0.127  0.139

Capital income share 0.110  0.000 0.000 0.770  1.000  1.000
2012 Export exposure (EE;) 0155  0.084 0.128 0.257 0474  0.474
Import exposure (IE;) 0.038 0.011 0.027 0.087 0.108 0.123

Capital income share 0.112 0.000  0.000 0.799 1.000 1.000
2013 Export exposure (EE;) 0.150 0.073 0.133 0.274 0.586 0.586
Import exposure (IE;) 0.036 0.013 0.028 0.082 0.101 0.112

Capital income share 0.116  0.000 0.000 0.863 1.000  1.000
2014 Exportexposure (EE;) 0.158 0.076  0.142 0.292 0.577 0.577
Import exposure (IE;) 0.030  0.006 0.018 0.074 0.093  0.099

Capital income share 0.118 0.000  0.000 0.897 1.000 1.000
2015 Export exposure (EE;) 0154  0.070 0.144 0280 0.590  0.590
Import exposure (IE;) 0.023 -0.002 0.012 0.070 0.086  0.095

Notes: Baseline sample of individuals in the administrative dataset who have strictly positive income and

whose labor income can be mapped to an education-province pair. Capital income share refers to the ratio
of capital earnings to total earnings.

C.2 Export and Import Exposure Across Years

Figure C.3illustrates the distribution of individual-level export exposure (EE;), as in Figure
2a, for all years, 2009-2015. Figure C.4 does the same for import exposure (IE;) as in Figure
2b.
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Figure C.3: Distribution of Export Exposure Across Individuals, 2009-2015
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Notes: The blue dots report, for each year indicated, the average value of export exposure EE;, computed
as in equation (21), across all individuals whose total income lies within each percentile of the total income
distribution. The solid blue line indicates a fitted 10?"-order polynomial. The red dots (and dashed red line)
are analogous but report export exposure of labor income only, that is, EE; computed giving no weight to
capital in individuals” income and only including individuals with positive labor income.
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Figure C.4: Distribution of Import Exposure Across Individuals, 2009-2015
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Notes: The blue dots, for each year indicated, report the average value of IE;, computed as in equation (23),
across all individuals whose total income lies within each percentile of the total income distribution. The
solid blue line indicates a fitted 10?-order polynomial. The red dots (and dashed red line) are analogous but
use a measure of IE; that is computed while giving no weight to capital in individuals’ income and among
individuals with positive labor income.
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Figure C.5: Distribution of Export Exposure Across Individuals, Firm-Based Factors,
2012
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Notes: The blue dots report the average value of export exposure EE;, computed as in equation (21), across all
individuals in 2012 whose total income lies within each percentile of the total income distribution. The solid
blue line indicates a fitted 10"-order polynomial. The green dots (and dashed green line) are analogous but
use a measure of EE; that is computed by assuming firm-based factors.

C.3 Alternative Export Exposure Measures

Figure C.5 reports a version of Figure 2a for the case where we define factors as being firm-
specific. Figure C.6 reports instead an alternative version of Figure 2a for the case where

we set the exports of oil-sector firms to zero.

C.4 Estimation of Micro-Level Elasticities: Zeroth-Stage Regression

The logic of the IVs in Section 5 relies on product-level export and import shocks in the
rest of the world, (Export Shock), ; and (Import Shock)
log of Ecuador’s total export value and import unit value, (Export Ecuador)

o+ having a positive effect on the

and (Import Ecuador)

ot ot/

respectively. We now evaluate whether this is the case through the following “zeroth-
stage” regression:
Yoo = BY i+ Cot-drteu,

YTE’X = (Export Shock), ,,(Import Shock)
and where {;, and J; are product and year fixed-effects. In this specification, the coefficient g

with Yf/f”“d"’ = (Export Ecuador),, ,(Import Ecuador)

ot/ ot/ ot/

captures the pass-through of foreign shocks to Ecuadorian variables. We estimate this pass-
through using the sample of product-year pairs for which we observe positive exports and
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Figure C.6: Distribution of Export Exposure Across Individuals, All Exports vs. Non-Oil
Exports, 2012
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Notes: The blue dots report the average value of export exposure EE;, computed as in equation (21), across all
individuals in 2012 whose total income lies within each percentile of the total income distribution. The solid
blue line indicates a fitted 10"-order polynomial. The green dots (and dashed green line) are analogous but
use a measure of EE; that is computed by first setting to zero the exports of oil-sector firms.

imports for Ecuador between 2009 and 2015. Table C.2 reports the results of this exercise for
the total export value in Panel A and the import unit value in Panel B. For both exports and
imports, column (1) shows that a foreign shock of 1% causes an increase of roughly 0.2%
in Ecuador’s export total value and import unit value. Columns (2) and (3) indicate that
the pass-through coefficient is positive for both manufacturing and non-manufacturing
products.
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Table C.2: Impact of World Shocks on Ecuadorian Trade

(1) (2) (3)
Panel A: Log of Ecuador’s export total value
Log of World's export total value 0204 0224 0.131
(0.026) (0.031) (0.048)
Product-year observations 7,691 5,817 1,874
Number of products 1,593 1,265 328
Panel B: Log of Ecuador’s import unit value
World’s avg. log import unit value 0232 0243 0.170
(0.020) (0.022) (0.045)
Product-year observations 26,319 23,238 3,081
Number of products 4,058 3,555 503
Sample of Products
Manufacturing Yes Yes No
Non-manufactuting Yes No Yes

Notes: Sample of HS6 products exported (Panel A) and imported (Panel B) by Ecuador in 2009-2015.
Dependent variable is the log of Ecuador’s total export value in Panel A and the log of Ecuador’s import
unit value in Panel B. In each specification, we report the coefficient of the corresponding variable computed
for all countries in the world economy excluding Ecuador. All specifications include product and year
fixed-effects. Standard errors in parentheses are clustered by product.

C.5 Estimation of Ecuador’s Factor Demand Model Under Alternative

Specifications

This section reports alternative specifications for the estimation of the baseline parameters
of our factor demand model, 77 and ¢, beyond those reported in Table 1.

Elasticity of Substitution Between Factors. Webegin with alternative specification choices
for the elasticity of substitution between factors . Column (1) of Table C.3 re-states the
baseline value as reported in Table 1. As described in Section 5.1, this baseline specifica-
tion uses a balanced panel of all firm-factor-year observations from 2009-2015, uses both
the export-based and import-based IVs in equations (25) and (26), controls for firm-year
and factor fixed effects, includes additional controls for year fixed effects interacted with
the factor’s exposure to exports and imports in the initial year, and clusters the standard
errors at the factor level. The specifications in columns (2)-(9) retain each of these features
of the baseline but alter one feature. Column (2) drops the additional controls for year
fixed effects interacted with the factor’s exposure to exports and imports in the initial year.
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Column (3) uses a sample comprised of firms that hire more than five workers. Column
(4) uses all firm-factor-year observations, not just those comprising a balanced panel. Col-
umn (5) includes only those observations after 2009 and column (6) does the same for the
post-2010 era—these alternatives explore the extent to which our results are sensitive to the
global trade collapse of 2008-2010. Column (7) uses wage observations that are constructed
as the (exponential of the) residuals from a Mincer regression of log wages on gender, age
and age squared. Column (8) reports standard errors that are clustered at the sector level.
And column (9) uses, in addition to the import IV, an export shift-share IV where the sum-
mation in equation (25) only includes oil products (defined as those in chapter 27 of the
HSO07 classification).

Table C.3: Additional Estimates of 7 (Alternative Specifications)

Baseline Alternative Specifications
@ @ ®) ) ®) (6) @) ®) ©)
Estimate of 77 2.10 215 2.07 211 2.11 3.31 211 2.10 1.80
(0.34) (0.65) (0.32) (0.33) (0.58)  (252)  (0.35) (0.38) (0.49)
First-stage F statistic 10.0 5.0 10.3 8.7 18.2 5.2 10.7 29.4 15.6
Factor-firm-year obs. 627,355 627,355 515,228 861,670 538,794 447,843 627,355 627,355 627,355
Number of clusters 75 75 75 75 75 75 75 56 75
Alternative: - Drop Firms Un- Years  Years Mincer Cluster Oilonly
- extra w/>5 balanced 2010- 2011- resid. atsector export
- controls workers  panel 2015 2015  wages level  shifters

Notes: Sample of incorporated firms with positive payments for more than one factor and more than one
employee. Baseline specification (column 1) uses a balanced panel from 2009-2015, uses both export and
import IVs, includes firm-year and factor fixed effects, includes the extra controls consisting of year fixed
effects interacted with the factor’s exposure at ¢y to exports and imports, and reports standard errors (in
parentheses) that are clustered by factor. Columns (2)-(9) report specifications that retain these features
of the baseline but with the alternative described. Observations weighted by initial factor-firm payments
(winsorized at the 95th percentile).

Table C.4 continues with the estimation of 1, now using alternative instrumental vari-
ables. Column (1) re-states the baseline estimate, which uses two instruments, one based
on export shocks and the other on import shocks. Columns (2) and (3) then report estimates
obtained when using IVs based only on export or import shocks, respectively. Although
these three point estimates are similar across all types of shock IVs, the first-stage strength
differs, with export shocks being more important. Columns (4) and (5) go on to address con-
cerns about the potential existence of global shocks that may simultaneously drive the vari-
ation in domestic shocks, €, 1, and foreign shocks, (Export Shock),, ; and (Import Shock),, ;.
We build on the intuition of the “granular” IV proposed in Gabaix and Koijen (2020) by
isolating the idiosyncratic component of shocks to the trade outcomes of large countries.

Specifically, in column (4) we compute shifters using only the countries with export val-
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ues above those of the median country; and in column (5) we further subtract from these
shifters an estimate of the global common component of trade outcomes computed as the
product-specific average of log exports and log import unit values, respectively, for coun-
tries with export values below those of the median country. In both case, we again obtain
similar point estimates.

Table C.4: Additional Estimates of 7 (Alternative Instruments)

Baseline Alternative Specifications
) (2) (3) (4) ©)
Estimate of # 2.10 2.13 2.03 2.09 2.35
(0.34) (0.47) (0.73) (0.35) (0.50)
First-stage F statistic 10.0 19.2 3.0 10.4 12.6
Export B (Shock), ¢ (Shock),,
. xport Import measured :
v . and import IV (25) IV (26) usine laree further sub-
construction: Vs onl onl ccl)uitriegs tracts small-
(25) & (26) y y only country avg.

Notes: Sample of incorporated firms with positive payments for more than one factor and more than one
employee. All specifications use a balanced panel of 627,355 factor-firm-year observations from 2009-2015,
include factor and firm-year fixed effects, and include controls for year fixed effects interacted with factor
exposure at tg to exports and imports. Observations weighted by initial factor-firm payments (winsorized at
the 95th percentile). Standard errors in parentheses are clustered by factor (of which there are 75).

Elasticity of Substitution Between Goods. We turnnow to the estimation of the elasticity
of substitution between goods . Column (1) of Table C.5 reports the baseline specification
(as in Table 1), which uses a balanced panel of all firm-year observations from 2009-2015,
uses the three IVs in equations (30)-(32), controls for firm and sector-year fixed effects, in-
cludes additional controls for year fixed effects interacted with the firm’s cost share spent
on primary factors, and reports standard errors that are clustered at the firm level. Columns
(2)-(9) then report alternative specifications in the same manner as Table C.3 as described
above. In this case, the Mincer residualized wages used in column (7) enter due to the
presence of factor prices in the construction of the regressor, as per equation (28).

Finally, Table C.6 reports the results of using variants of our IV procedure for the estima-
tion of . The baseline estimate in column (1) uses three instruments: one based on export
shocks and two based on import shocks. Column (2) uses only export shocks, while column
(3) uses only import shocks. This comparison indicates that import shocks are more impor-
tant for the estimation of ¢ due to their direct impact on the production cost of importing
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Table C.5: Additional Estimates of o (Alternative Specifications)

Baseline Alternative Specifications
@ @ ®) @) ®) (©) @) ®) ©)
Estimate of o 2.11 2.04 1.97 2.90 1.59 1.58 1.46 2.11 2.57
(0.55) (0.56) (0.60)  (0.66)  (0.48) (0.75) (0.66)  (0.39)  (0.60)
First-stage F statistic 16.4 14.3 11.3 18.5 12.0 4.1 5.8 8.7 18.9
Firm-year obs. 181,671 181,671 120,414 279,790 155,718 129,765 181,671 181,671 181,671
Number of clusters 25,953 25,953 17,202 47480 25953 25953 25,953 53 25,953
Alternative: - Drop Firms Un- Years  Years Mincer Cluster Oilonly
- extra w/>5 balanced 2010-  2011-  resid. atsector export
- controls ~ workers  panel 2015 2015  wages  level  shifters

Notes: Sample of incorporated firms with positive final sales and more than one employee. Baseline
specification (column 1) uses a balanced panel of observations from 2009-2015, uses both export and import
IVs, includes firm and sector-year fixed effects, includes the extra controls comprising of year fixed effects
interacted with the firm’s cost share spent on primary factors, and reports standard errors (in parentheses)
that are clustered by firm. Columns (2)-(9) report specifications that retain these features of the baseline but
with the alternative described. Observations are weighted by initial firm final sales (weights winsorized at
the 95 percentile).

firms. Turning to columns (4) and (5), as with Table C.4 above, these specifications explore
how the main source of variation in the shifters are idiosyncratic shocks to large countries.

Table C.6: Additional Estimates of ¢ (Alternative Instruments)

Baseline Alternative Specifications
1) ) ©) (4) ©)
Estimate of o 211 2.81 2.08 2.01 2.38
(0.55) (4.87) (0.55) (0.54) (0.73)
First-stage F statistic 16.4 1.0 244 17.7 7.6
Export (Shock), (Shock),,
. Export I v measured furth b
IV construction: and import IV (30) mport Vs using large urther sub-
) IVs (31 & 32) only . tracts small-
only countries
(30,31 & 32) only country avg.

Notes: Sample of incorporated firms with positive final sales and more than one employee. All specifications
use a balanced panel of 181,671 firm-year observations from 2009-2015, include firm and sector-year fixed
effects, and include controls for year fixed effects interacted with firm cost shares at ¢y spent on primary
factors. Observations weighted by initial firm final sales (winsorized at the 95 percentile). Standard errors
in parentheses are clustered by firm (of which there are 25,953).
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C.6 Comparison to the Original Factor Content Approach

In order to compare our results to those of the original factor content approach, we replicate
the strategy of Katz and Murphy (1992) to estimate the (aggregate) elasticity of substitution

between educational groups. That is, we estimate

WH,t 1 <th)
In| —= | =— In{ —= | +yyear, +¢;, C.1
(wL,t> Hagg Lpt Tyeat e (1)

where, in year t, wy ;/wr s is the wage of high-skill workers relative to the wage of low-
skilled workers, Ly ¢/ L} ¢ is the supply of high-skill workers relative to the supply of low-
skilled workers, and year, is a linear time trend. To measure the average wage and total
employment for workers classified as high- and low-skilled, we use the ENEMDU survey
described in Appendix B.4.2.”7 We define high-skilled workers to be those with a college
degree.

Column (1) of Table C.7 reports the estimate of 77,4, that we obtain using this procedure.
This implies an estimate of 77,4, equal to 1.42, a value that is very similar to estimates of this
parameter for the U.S. (Acemoglu and Autor, 2011).

We also consider an alternative estimate of 7,4, obtained from the following three-
group extension of the Katz and Murphy’s (1992) specification,

1. .
In(Ly;) +pyear,+ s+t +et, (C.2)

n(wpe) ==

where f is one of the three education groups in our baseline analysis, 7 is a factor-specific
linear time trend, and {r and {; are factor and year fixed-effects, respectively. Asreported in
column (2), in this cases we obtain an estimate of 77,4, equal to 2.53, similar to the firm-level
elasticity of substitution between the labor and capital factors estimated from fluctuations

in export and import shocks in Section 5.

C.7 Goodness of Fit Test Under Alternative Micro-Level Elasticities

Figure C.7 describes how estimates of g, from Section 6 vary when alternative values of ¢

model

and 7 are used to construct Inw r

79Given the availability of the ENEMDU survey, our sample is based on the fourth quarter information
for the years between 2007 and 2019.
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Figure C.7: Goodness of Fit Test Under Alternative Values of Micro-Level Elasticities

Controls in column (1) of Table 2

rHHHHHHHMHHHHHHH i unmtHmH!H!HHHHIH!H!HHW
. O | Controls in column (3) of Table 2

g T e
§ R LA
§ Ll mH””””||||||||||||IHHHHH’HHHHH’H

n o

Notes: Each panel reports the fit coefficient Bg; and the 95% confidence interval implied by the estimation
of (34) with lnzbj’?,‘;del computed under alternative values of the elasticity of substitution between factors in
production, #, and the elasticity of substitution between firms in consumption, o. The left-hand panels vary
n at 0 = 2.11, and the right-hand panels vary ¢ at 7 = 2.10, the baseline parameter values used in Table 2.
Red points denote those same baseline values. Based on sample of 75 factors in 2009-2015. All specifications
include year and factor fixed effects. Observations are weighted by initial factor payments (with weights
winsorized at the 95 percentile). Standard errors clustered by factor.
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Table C.7: Estimates of the Katz-Murphy Factor Demand Elasticity

1) ()

Estimate of 77,44 1.42 2.53
(0.37) (0.19)

Number of education groups 2 3

Education groups: college, college,

non-college HS, <HS

Notes: Column (1) reports the estimate of 77,4, obtained using two skill groups and equation (C.1), whereas
column (2) reports that for equation (C.2) and three skill groups. Column (1) includes a linear time trend over
the 13-year period. Column (2) includes skill group and year fixed effects, and a linear time trend interacted
with group dummies. Robust standard errors in parentheses.

C.8 Connecting Exposure Measures to Counterfactual Responses

The goal of this subsection is to assess how the export and import exposure measures from
Section 4, EE; ; and IE; ;, relate to the counterfactual changes in earnings predicted for each
individual, (AY;¢)rage/ Yi t- We do this by means of the linear regression

—(AYQ trade — g+ BEEE; + B IE; +v, (C.3)
using the sample of all individuals i (in 2012). Table C.8 reports our estimates, beginning in
column (1) with the regression coefficients corresponding to total income. Both exposure
measures have signs that are in line with the local predictions of Proposition 1 and Propo-
sition 3 (for ¢ > 1) and the total contribution of the two exposure measures is high (with
an R? = 0.90). The same is true for labor income on its own, reported in column (3). In
order to explore the relative explanatory contributions of EE; ; and IE; ; to this high overall
fit, columns (2) and (4) report the Shapley decomposition of the R? in columns (1) and (3),
respectively. It is clear, in both cases, that significantly more fit can be accounted for in this
sense by the import exposure measure.

C.9 Parameter Estimation for Sensitivity Analysis

This section presents details of the parameter estimation of the more general nested CES
models used in Section 7.3. A unified model that nests all of these extensions is presented
in Section D.2 together with further details about the construction of the counterfactual
autarky equilibria.
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Table C.8: Distribution of the Gains from Trade and Individual Exposure, 2012

Proportional change Proportional change
in total income in labor income
Coefficient Shapley Coefficient Shapley
estimates % R? estimates % R?
1) (2) (3) (4)
Export exposure (EE;) 1.121 7.4% 1.205 7.9%
(0.001) (0.001)
Import exposure (IE;) -7.533 92.6% -7.583 92.1%
(0.002) (0.001)
R 89.5%  100.0% 92.8%  100.0%
Obs. 2,613,011 2,413,801

Notes: Columns (1) and (3) report the results of the estimation of (C.3) for the changes, between the trade and
the counterfactual autarkic equilibrium, in total and labor income, respectively. Columns (2) and (4) report
the Shapley decomposition of the R? for each specification. Robust standard errors in parentheses.

C.9.1 Additional Technology Parameters

Elasticities of Substitution Between Factors. This extension allows the elasticity of sub-
stitution between capital and labor—which we will continue to refer to as 7, as described
in equation (D.13)—to differ from the elasticity of substitution between different labor
groups—which we denote 771, as described in equation (D.14). Beginning with 777, equation
(D.16) implies the following demand for labor types f € F within any domestic firm n at
time ¢

InXy, ;= (1—n)Inwy,;+'Controlss + i+ p+€fp p- (C.4)

This is analogous to the specification in Section 5.1 apart for the fact that only labor fac-
tor types f € F1 enter the estimation sample. We therefore follow the same IV estimation
procedure and controls as in Section 5.1. Table C.9 reports the resulting estimate of 7 in
column (1).

Turning to 7 for this extended model, equation (D.16) implies the following relative
demand for capital by any domestic firm n at time ¢,

X @) Wk, \ '
Knt  YKnt n,t
= (wL ) Jforallne N,

n,t

where Xk, and X1, ;=) feF, Xfn, are the capital and labor payments of firm n, and wﬁ’t is
a revealed measure of the CES price index for the composite bundle of factor F = K,L used
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by firm n at time ¢ such that lnwﬁlt =Y feFXfut (lnw it ﬁlnx fn,t) . In the case of capital,
since all firms in a sector only use one type of capital, wfl ; reduces to the price of capital in
the sector in which firm n operates. In line with the analysis of Section (5.1), we assume that
the relative capital demand shock, Ok, 1 / Or,, 4, is a function of year term (;, a firm-specific
term (;;, and a residual demand shock, €, ;. This leads to the following specification:

K

X w
In 5 = (1— ) In—22 4 244 0y e e (C.5)
Ln,t wn,t

Following again Section 5.2, we define the firm-level IVs for the price index of each of its

composite factor bundles:

By =Expi—Epny such that Bro= Y L0 By, (C.6)
feFr XFn to

fp = Ikt — T such that frui= Y L0 gy (C.7)
feJT.'F Fn tO

The estimate that we obtain for # in this extended model is reported in column (2) of Table
C..

Elasticity of Substitution Between Domestic Intermediate Goods. We now allow for
a non-unitary elasticity of substitution y across domestic intermediates, as described in
equation (D.11), while maintaining a unit elasticity of substitution between domestic and
foreign inputs (e =1) as well as between foreign inputs (#* =1). Under these assumptions,
equation (D.17) implies that the demand of a domestic firm 7 at time ¢ for the intermediates

sourced from any domestic firm r is given by
lann,t = (1 — ‘u)lnpr,t + Cn,t —f-ll’l@rn’t, (CS)

with . r =1In(1— B t)On Ryt (PL)* 1. Since p # 1, we can no longer use the measure of
Inp, derived in Section 5.2. Instead, we build an alternative measure of prices by com-
bining equations (D.17), (D.23) and (D.24) under the assumption that € = y* = 1. These
equations imply that

lnpr’t == ln¢r,t _'_ ﬁr,tlnwr’t + x;itlnp;it + (1 - ‘Br’t)®r’tlnpgl

X 1
nPD— Y Yt <1np 4 —In
r,t mEZ/\/r,t Em’E/\/r,t Xl t m, u— 1 (

Xomr,t 1
4 + In6 ) ,
1-Brt1)Or  1—p it
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with x, = =(1-Brt)(1=0Op) and Ny y = {m Ny xpp i/ (1= Brt) Oy s >0.01} defined as the
set of suppliers accounting for at least 1% of domestic purchases of firm r.8 Substituting
the second expression above into the first, we obtain after some manipulation that

lnpr’t == Z bgr,t <1nq0m’t _’_‘Bm,tlnw"z,t —l—x;’tlnp Z xzm t <1n 1 lm t@ lnelmlt> )
meN; IGM ,Bm t) m,t

where xl?n,t = (1= Bum,t)Om e, Ximt/ (Tren, Xim,t) with xP= {erm,t}T,meNt, and b2 are
the elements of BP = Lo (xP)/. Substituting this expression into (C.8), we then get

X i . R
InX;, 1+ Z it Z xlm t 1‘Bl—m3® =(1—p) Z bgr,t (Bm,nwy e +x55, NPy ) 4G +106r 1,
meN; IeN; m,t )= m,t meN;

where lném t =1Inbp,  + Zmer% (=) In@ui + Y e, x}?n ANy, 1). Finally, by assum-
ing that ln9m ¢ = {'Controls, ; + {» + €1+ and using the definition of InP t, we obtain our
empirical specification:

InXp 1= (1—p) Y. bglt Brilnw, s+ ) x5, Anpf, | +¢'Controls, s +pi+Grt€myt,
reN; leN}

(C.9)

e and Inw, ; and In pl ; are mea-

) m,t
sured in the same way as lnwr and lnpl ,in Sect10n 5 2.

In order to estimate y from (C.9), we again use the firm-level IVs, Er t Irt and P s in
equations (30)—(32), and the same set of controls as in Section 5.2. Column (3) of Table C.9
reports our estimate of y.

Elasticity of Substitution Between Domestic and Foreign Intermediate Goods. Here,
we allow for a non-unitary elasticity of substitution € between each domestic firm’s bundle
of domestic intermediates and its bundle of foreign intermediates, as described in equation
(D.10), while maintaining a unit elasticity of substitution between domestic inputs (y =1)
as well as between foreign inputs (u* =1). Equations (D.17) and (D.18) together imply that
the demand by domestic firm n at time ¢ for its bundle of domestic-sourced intermediates,

80By focusing on this set of suppliers, we avoid measurement error in InPL, .+ introduced by outlier values
of In(xrt/(1—Pr,t)O; ) for small suppliers.
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relative to its foreign-sourced intermediates, is given by

XD pb ®
In| 22 | =(1—€)In[ 2 | +1In L2 , C.10
(X) (1=e) (P:,t =6 (€10

where Xﬁft =Yren Xt and X5, =3y Xin ¢ Here again, since € # 1, we can no longer

use the measure of Inp,; derived in Section 5.2 to compute In P,’ft. Instead, we build an
alternative measure of prices by combining (D.17), (D.23) and (D.24) under the assumption

that y =u*=1. These equations imply that

PR = Y Ot (@it B+ (1= B INP ),
meN;
1 XD 1
InPM — InpP 1 nt ] .
n n,t n n,t+€_1 n(l—ﬁn/t)Rn,t+1_€ n®nlt

Substituting the second expression above into the first, we then get

_ 1 xb
InPP, = b 1 1 —(1— S/ S——
nryy rezj\/t rnt ( Ny, + PrAnw;  + €—1( Brt) <1n(1_[3r,t)Rr,t 1n®r,t) ) ’
where by, ; are the elements of By = 6; Z]‘-";O(Xt)f with %t = {6mnt(1 — Bmt) tmnen; and

0t = {0mn,t } mnen;. Substituting this expression into (C.10), in turn, implies

In XDf + Y by (1—ﬁr,t)lnX—P’t =(1—¢)
Xot)  en (1=Br )Ry

with In®y ¢ = Y, n bynst (1—€)Ingr i+ (1— B, 1) InO, ) + In(Op /(1 — ©y,)). Finally, by
imposing that ln@n,t = {'Controls; ¢ + {n + (¢ + €n and using the definition of InP},, we

n,t’

Z ETI’Z ﬁr/tlnw;/,t — lnP;;,t + lnén,t/

reN;

obtain our empirical specification:

*

. _ X
lanD,t:(l—e) Zbrn,tﬁr,tlnwr,t— Z %lnp}k’t +{'Controlsy, ;+,+C;+e€ns, (C.11)

reN; leNy "t
D — X;lqj,t A XE),‘ * :
where InX,’, =In X +Yren;brnt | (1— ,Br,t)lnm and Inw, ; and lnpl’t are given
D

by the same measures Inw,’, and Inp;, used in Section 5.2. We estimate € from (C.11) with

1t
the same import price IV, 15;& in (32), and control set used in Section 5.2. The resulting

estimate of € that we obtain is reported in column (4) of Table C.9
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C.9.2 Additional Preference Parameters

Next, we let the within-sector elasticity of substitution between firms, o, vary across sec-
tors, as described in equation (D.7). Equation (D.8) implies that domestic final demand for

any firm n in sector k at time ¢ is given by
InD,, ) s = (1=01)Inp,, )+ GrControls,, ) s +Cr e+ G i) +Eniio) 1 (C.12)

where the price p,, ) , is measured using equation (28) as before. This is the same expression
as in our baseline, equation (29), but with separate coefficients for each sector (and hence
estimation is separable by sector). We do so while continuing to use the same instruments
as in Section 5.2.

Compared to the single value of ¢ used in our baseline analysis, we now allow for 4
groups of sectors, each with its own value of o3: “Tradables”, which consists of Agriculture,
Fishing, Mining & Quarrying, and Manufacturing; “Construction and Real Estate”, which
consists of Construction and Real Estate, Renting & Business Activities; “Other Services”,
which consists of Hotels & Restaurants, Transport, Storage & Communications, Education,
Health and Social Work, and Other Community, Social and Personal Service Activities; and
Retail and Wholesale, which remains its own group, given its size.8! Given this new group-
ing, our estimation proceeds as in (C.12), but with observations pooled within each broad

sector group. The resulting estimates of o are reported in columns (5)-(8) of Table C.9.

C.9.3 Alternative Factor Definitions

Finally, we consider alternative factor definitions. Our baseline analysis groups workers
into three education levels (high school not completed, high school completed but no col-
lege diploma, and college diploma and higher) interacted with the individual’s province,
and allows for two types of capital (that in the Oil and non-Oil sectors). Here we re-estimate
the elasticity of substitution between factors 77 under three alternative factor group defini-
tions. In each case, this proceeds as in our baseline estimation after first re-calculating factor
expenditures and prices for the alternatively defined groups.

We begin by aggregating labor groups (within each province) such that there are only
two education categories (college and no-college). Column (9) of Table C.9 reports our es-
timate of # in this case. As a second alternative to defining labor factors, we return to the
case of three education groups but remove the province component. This estimate appears

81 A small number of firms belong to other (minor) sectors, not listed here. In such cases we continue to
use our baseline estimate of .
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in column (10). Finally, column (11) reports the value of 7 that we obtain when all factors
(labor types and capital) are specific to either the oil or the non-oil sector.

Table C.9: Parameter Estimates for Sensitivity Analysis

Technology Preferences Factors
0] @ ©)] @ () 6) @) ® © (10) 1)
Parameter Ui 7 u € 0 %) % 0y n n Ui
Domestic Retail & RE Other College . Oil
Elasticity of sub- Labor Lz:/l;or Domestic ~ vs. Tradables v o &Con-  Services vs. non- Nat.lc;)n— sector-
stitution between types 9 inputs  foreign sector - lesec-  struc. sector college 9 specific
capital : firms ) t ) factors
inputs tor firms sector firms labor factors
firms
Estimating equation (C4) (C5) (C.8) (C.10) (C.12) (C12) (C12) (C12) (24) (24) (24)
Parameter estimate 3.15 1.27 1.36 1.02 2.08 1.46 2.21 177 1.96 1.58 2.00
Standard error (0.69) (0.95) (0.52) 0.27) (0.97) (0.54) (217) (0.68) (0.39) (0.66) (0.27)
First-stage F-statistic 4.7 128.8 11.8 103.4 5.7 16.8 1.0 3.3 14.0 12.1 5.1
No. of observations 462,486 44,695 1,527,590 17,878 25,809 83,335 30,786 39,312 484998 617,155 627913
No. of clusters 73 6,385 33,648 2,554 3,687 11,905 4,398 5,616 51 42 88

Notes: Each column reports estimates from a separate 2SLS regression. Specification details concerning
sample, weights, fixed effects, additional controls, instruments, and (with the exception of column 10)
clustering, in columns (1) and (9)-(11) are as in columns (1)-(2) of Table 1 and those in columns (5)-(8) are as
in columns (3)-(4) of Table 1. The following notes refer to other columns. Sample used is a balanced panel of
incorporated firms with at least one employee and with: in column (2), capital and labor shares each above
10% of total factor spending; in column (3), transactions worth at least 1% of the buyer’s purchases; and in
column (4), omitting observations with X,’f’ 1/ X3, ; outside the top and bottom 1% of that variable. Regressions
weighted by (winsorized at the 95th percentile in each case): in column (2), initial total factor payments; in
column (3), initial buyer-seller transaction value; and in column (4), initial final sales. Fixed effects included
are: in columns (2) and (4), firm and year; and in column (3), firm-year and supplier. Additional controls:
in columns (3) and (4), year fixed effects interacted with firm cost shares at ¢y spent on primary factors.
Instruments used are: in column (2), equations (C.6) and (C.7); in column (3), equations (30), (31) and (32);
and in column (4), equation (32). Standard errors are clustered: in columns (2) and (4), at the firm level; in
column (3), at the supplier level; and in column (10), at the factor-year level.
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D Appendix: Counterfactuals

D.1 Baseline Analysis

We begin by describing our procedure for calculating the counterfactual exercises reported
in Section 7.1. This involves demonstrating identification of Ecuador’s relative domestic

factor demand system, and an algorithm that solves for the counterfactual equilibrium.

D.1.1 Identification of Relative Domestic Factor Demand

Since we lack data on good prices, it is convenient to define

énc,t = 9nc,tP}1;a/ Z Qrc,tp};g forallne N,
rENk

Pt =P e[ ( H (py )0t ) Ot 1=But /. forall n e N;,
reN;

Pn,t(P ) Prt(p*w) /s foralln € N,

() Gnctﬁ}”” ))ﬁ forallke K.
nE/\/k

Starting from Proposition 2, we can then rearrange relative domestic factor demand as

_n—1 A Ao A—
RD (P ZU) < f) 1 Zne./\/tefﬂ,th,t (w)ﬁn,t [ZkGIC,rGNk,tbnr,t“k,terc,tplgt ! (P*,w)]?},t U(P*/w)]
fit -1 A Ao 1 ’
wo Zne/\ft 90n,th,t (w);Bn,t [ZkGIC,reNk/t bnr,t“k,terc,tplgt ! (p*,w)p%,t U(p*/w)]
(D.1)
with the normalized domestic prices equal to

Pui(p*w)=exp{ Z ben t[Iny 1+ By (N0, 1 (w) + Z (1—PBrt)(1— @r,t)%,tlnpﬂ} forall n € NV;.
reN leN™
(D.2)

In Section 4.1, we have already discussed how to measure domestic consumer expen-
diture shares across sectors, in order to identify a; = Y e n;, Drt/ Liren; Drt, as well as
how to measure the share of each firm n’s costs attributable to primary factors, in order
to identify B, = YerXfnt We have also discussed how to measure the (exogenous)
domestic input output matrix M; = {x,+}, which identifies the coefficients by, ; of the
Leontief inverse B; = 2}’10 M , as well as the (exogenous) import shares, which identifies
(1—B)(1 -0, t)el*r ;= xfr,t. In Section 5, we have also shown how to identify # and o
using instrumental variables. To show that RDy (-,-) is identified for all f € F, it remains
to show that: (i) 0, is identified for all n € NV;, so that Py () is identified for all k € K; (i)
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0y, is identified for all f € F and n € NV, so that @, +(-) is identified for all n € NVy; and (iii)
$n ¢ is identified for all n € NV}, so that py, 4 (+,-) is identified for all n € NV}
Equation (13) implies

Orc = _ Dur forallke K and ne Ny,.

Zre./\/k,t Dr,t
Equation (17) implies
Xfnt
Ofp 1= d forall f€ F and n€N;.
fut de]-"xgn,t(wg,t/wf,i‘)l_j7 f t

Finally, since p, +(p;,w:) =1, equation (D.2) implies

Pt = [ 1 (wy)] Pt H (pf,t)ej"'f)](ﬁ”'t_l)(l_@)”ff) forall n e N;.
reNy

Thus, conditions (i)-(iii) hold and RDy (-,-) is identified for all f € F.

D.1.2 Construction of the Counterfactual Autarkic Equilibrium

We first characterize the set of domestic firms, V, é, with strictly positive output and finite
prices in sector k € K in the counterfactual autarkic equilibrium at date ¢. Since foreign
good prices p* — co under autarky, equation (D.2) implies N} = {n € Ny, %, = 0}.%
Likewise, we let N = Uy, kflt denote the set of all active firms under autarky.

Starting from equations (D.1) and (D.2) and taking a limit as p* — oo, we can express

relative domestic factor demand under autarky as

-1 A B )
RD4 (w)= (wf) 1 ZWGN,Aan,th,t (w) B, [Zkelc,rej\f’ébnr,t“k,terc,t(P]ét(ZU))‘7 1 (pfl (w))1 7]
/t - - - _1 — ,
f wo ZnGMA 90n,th,t (w),Bn,t [ZkEIC,re/\/’Iﬁ bﬂr,t‘xk,tgrc,t (P]é‘}t (w) )0—1 (p;q (w) )1_0]
(D.3)

82For computational reasons, we approximate the set of active firms in autarky by N4 = {n € A Kt X <

tol}, with tol4 = 0.001. We also assume that N/! includes the consolidated financial and public firms as
well as the residual firm (for which &, ; no longer reflects the import share of an individual firm).
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where the equilibrium domestic prices under autarky are such that

1
Pkt w)=| Z ne,t Pr Tt (D.4)
ne./\/k‘i
p,’f’t(w):exp Z ben t[Iny 1+ By N0y 1 (w)]. (D.5)
reNA

Next, for a given value of the vector of domestic factor prices, w, we define the excess

demand function for each factor f # 0 such that
Hy(w)=1—RD#,(w) /RSy, forall f #0,

where RS, =L¢,/ Lo isrelative factor supply at date t, whichwe measure as Y, o X g ¢/ L A Xon,

forall f #0.83 By construction, the vector w{! is an equilibrium vector of factor prices under

autarky if H¢(w;') =0 forall f #0.
Finally, to solve for w{, we use the following algorithm:

i. Consider an initial guess w(®) =1;
ii. For each step j, compute HU) = { H¢(w f( N} FAO

(a) If |[HU)| < tol, set wft =w);

(b) Otherwise, compute WU — w1 = xHDY) for all # 0 and proceed to ste
p f Wy f p P
j+1.

D.1.3 Individual Earnings

Consider an individual i with factor endowments [; = {I fi} feF- In the initial equilibrium,
individual i’s earnings are givenby Y;; =} ¢ 7l fiwy ¢ In the counterfactual autarkic equi-

librium, they are given by (Y;;) 4 =Y re #lfi(wy ) o- We therefore have

(AYi,t)trade —1_ (Yi,t)A -1 _Z& (wf,t)A
Yi Yi 7 Yir Wy

=1- Zwﬁ,texp(_ (Alnwf,t)tmde)/
f

with W= Yfi,t /Yit

83This is equivalent to setting units of account for each factor so that w £+ = 1in the initial trade equilib-
rium. It should be clear that this particular choice of units of account, imposed both under trade and autarky,
has no impact on the values of (Alnwt )4, = {Inwy  —In(wys ) o } re F-
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Let (AY;t)exports = Yi¢ — (Yit)NE and (AY; t)imports = (Yit)NE — (Vi) 4 Where (Y ;) NE are
the counterfactual earnings associated with the counterfactual equilibrium without differ-

ences in relative export exposure, (w* =w;,REE=1). Similarly, we have

(AYit)exports (Y :)NE Yfit (wft)NE
At st L W VAR S iy [ , , —1_ ' B 1
Yi,t ! Yi,t 1 7 Yi,t Wyt 1 ;sz,texp( (A nwf,t)exports),
(AYj )i Y; Y
1t).zmports _ ( z,t.)NE ( 1,.t)A =0 —Zwﬁltexp(—(Alnwf,t)imports)]exp(—(Alnwf,t)exports),
Yl,f Yl,f Yl,t f

D.2 Sensitivity Analysis

We now provide the details behind the counterfactual simulations reported in Section 7.3.
We first outline a generalized model that nests all cases in Section 7.3, show that the rela-
tive domestic factor demand system remains identified in this more general setting, and
describe a procedure for calculating the equilibrium in this model. We then describe how
we remove retailers from and add informal firms to our analysis. We conclude by reporting

our counterfactuals results for labor income only.

D.2.1 General Model

Preferences. All consumers have the same nested CES utility functions as before,

wi= ] T (uiz)™, (D.6)
kel
1 gt v;:*l
Uik = ( Z Gnléqi,nk ) , (D.7)
YZENk

but where the elasticity of substitution o3 may now vary across sectors. In turn, total do-

mestic expenditure is equal to

1—(7’k T
Di(pw) = “Wnepn (0L

,forallne Nyand ke K. (D.8)
ZFENkGVCpV

L)
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Technology. All domestic firms have nested CES production functions,

ynzq)n(_n)'g” (Tfln)l_ﬁ”, (D.9)
= [(@4) ¢ (m) < +(1-0,)¢ (m}) T )T, (D.10)
D = [ Y () ¥ (1) T 771, (D.11)
reN
= Y (65 my 17T, (D.12)
reN*
L=[(©1)7(IL) T +(Okn) T (Ixa) 7 171, (D.13)
lin=[ X, (8) (Ipy) TE 7T, (D.14)
ferFL
ln=] Y ()% (I5,) 5 7T, (D.15)
feFk

where ¢;,,81,04,01,,Okn,0:m,05,,0 > 0 are exogenous technology parameters, with B, €
0,1], ©n € [0,1], XyenOrn = Lren+05n =1, Lrer, 0 = Lrer Opn =1and Yr_; xOp, = 1;
€ > 0 is the elasticity of substitution between domestic and foreign intermediates; > 0
is the elasticity of substitution among domestic intermediates; u* > 0 is the elasticity of
substitution among foreign intermediates; 77 > 0 is the elasticity of substitution between
capital and labor; 1 > 0 is the elasticity of substitution among labor groups; and nx > 0
is the elasticity of substitution between types of capital.®* Thus, shares of costs spent on
domestic factors, domestic intermediates, and foreign intermediates are equal to

1-wg s =F 1=y
Xa(pp*w) = ,Bn®Pn9fn( ~w(fw)) (g’;g;‘jg) for fe Fp,neN, (D.16)
1-p 5D 1—e€
Xrn(P,p*,w> = (1 ﬁn)@n rn< P{p)) <pl\1j1n(r§pp)*>) ,fOI'T’EN, TIGN, (D17)
* * = P;(P*) e *
xrn(p/p /w> - (1_5}’1 1 ®1’l ( ) <I~W> ,fOI‘T’EN ,I’ZEN, (D18)

84In our empirical analysis, all firms only use one type of capital. So the value of elasticity of substitution
Nk is irrelevant for any of our counterfactual results. We only introduce this parameter for notational
convenience when describing factor cost shares and factor price indices below.
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with the CES price indices given by

)=( Y Ouwt "), forall F=L,Kand n e, (D.19)
SEFF
B (W) =[O (@5 (w)) 1+ Oy (@K (w) )17, for all n € N, (D.20)
PD (p) = Zempr )= V,forallnEN, (D.21)
reN
)= Y 05 (p0)! T forall neN, (D.22)
reN*
~ ~ ~ 1
PM(p,p*)=[0,(PP (p))1 ¢4 (1—-@,)(P; (p*)) €] 1< foralln € N. (D.23)

Finally, unit costs are equal to
cn(p,p*,w0) = [y (w) P [PV (p,p*)] Pn, forallne N, (D.24)
with g = gy (Bu) P (1)1 =P,

Domestic relative factor demand. As before, let 7(p*,w) denote the unique solution to

the system of zero-profit conditions,
pn=cu(p,p*w) forallneN.

Combining the definition of domestic factor demand in equation (5) with the vector of do-
mestic expenditure associated with (D.8), the matrix of factor shares, A(p,p*,w), associated
with (D.16), and the Leontief inverse, B(p,p*,w), associated with (D.17), we obtain

—17 ~
v EneNan@F(f) (@) (w))F 0~ Z, (p*w)

RD(p* ) =
f\P -
O ¥ e B0n®p (o) (@h ) () 1FO T Z,, (p* w0

, (D.25)

where F(f) denotes the factor group that f belongs to,i.e. F(f)=Lif f € Fr and F(f) =K
if f € Fx, and Z,(p*,w) is given by

Za(p W)= Y axBreBubnr (p*,w)@) " (w) Y (pFw) i (0 w),
ke, reN;

with by, (p*,w) = by (P(p*,w),p*,w) the coefficient of the Leontief inverse, expressed as a

function of p* and w.
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D.2.2 Identification of Relative Domestic Factor Demand

Like in Appendix D.1.1, given the lack of data on domestic good prices, it is convenient to
define

1—
ant— nctpntgk/ Z rctpr,tgkfOI'allnE./\/‘k,tandkEK,
TENk,t

ém,t = Gm,tpi;” / Z Hln,tp};” forallre N;yand neN;,
leN

O, =0, (PP /(P € foralln e N,
Pt = Pt [P2F) Pt/ pyp forall n €N,
Put(p*,w)=Pnt(p*,w)/ pusforalln e Ny,
Pkt p*,w) Z Bnctpn_tak ))ﬁ forallke IC,

VlENk
p,ft(p*,w)z(Zémpi_V(p ZU))1 i forallne N,
reN

P (p" ) =[O (PR (p,0)) =+ (1= 0,,0) (B (p*) / Py ) =] T forall n €A,

where PP, = PP, (p1), Py, = P (py), and PY, = PM(p, p}) are the values of the firm-level

nt —
price indices at date t’s equilibrium.

Starting from equation (D.25), we can rearrange relative domestic factor demand as

_171: F(f) nE —Nt *
i} P e N0 kO (s (W ()T 2,4 (p )
RDy(p*w) = f B F’(tO) ME(0),t 1t 7 ’ (D.26)
ZneMGOH,t®F(O)n,t(wn,t (w))FO = Zy 4 (p*w)
with
Zn(p*/w)z Z “kérc,Bni?nr(P*rw)wZ_l(w)ngk_l(p*rw)ﬁ} Uk(P SW). (D.27)
kekK,reN;

In this expression, the normalized domestic prices, i, +(p*,w), are given by the solution to

P =Gt [@n,t ()P [P (p.Ap7 / pf 1] P foralln N, (D.28)

and the Leontief inverse B(p*,w) = {b,,(p*,w)} is equal to

B(p*w)= YN0 (p" ), (D.29)
j=0
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with the domestic input-output matrix under autarky, M(p*,w) = {£,,(p*,w)}, such that

A1 —0 (% 1-p AD [ % 1-e
N aa (P (P /w)) by (p*w)
W) =(1=Bn)Onbpm | 5 T ,forallre Nyand neN;.
n(p*w)=(1—Pn)On rn( P,?(p*,w) (P%(p*,w) orallr rand n ¢

(D.30)
The preference parameters «; ; and the technology parameters 3, ; are identified in the
same way as in Appendix D.1.1. The elasticities {#r}, 7, €, y, u*, and {0y} can be iden-
tified using the same general estimation strategy as in Section 5, as further discussed in
Appendix C.9. To show that RDy (-, ) is identified for all f € F, it remains to show that: (i)
By 1 is identified for all n € NV}, so that P ,(+) is identified for all k € K; (ii) 6 fn,p and O (f) ¢
are identified for all F=L K, f € Fr and n € N, so that @/, () and @, +(-) is identified for all
F=L,Kand n€N;; (iii) 6, ; and ©,, ; are identified for all ¥ € NV; and 1 € NV}, so that pft ()
and P (-,-) are identified; (iv) 6}, , is identified for all r € N}* and n € A}, so that P (-) is
identified; (iv) ; and (v) ¢y, is identified for all n € N}, so that py, +(+,-) and, in turn, £,,,(+,-)
and by, (w) are identified for all n € N; and r € \V;.

Equation (D.8) implies
A Dn t
Opet==——+—forallke K and n € Nj;.
nc,t Zre./\fk,t Dr,t kt
Equation (D.16) implies
XfntWe,
Ofnt= et i — forall F=L/K, f € Frand n € N,

-1

1=
(de'FFxg”/t)(Zfej:prn,tw;?ri );71:71

Opp 1= for F=L,Kand neN;.

_1 n—1
EG:L,K (ZgE.FG xgn,t) (ZfE.FG an,tw;i ) =t

Equation (D.17) implies

A X
Orp t = b forallreN;and neN;,
Y1eN Xin,t

A YoreN; Xrn t

Ot 1_—’8“ forall n € N;.

Equation (D.18) implies

R

m,t —
ZZENt* x;kn,t (pzt)ﬂ

— forallr € Ny and n € Ny
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Finally, since p, +(p;,w:) =1, equation (D.2) implies
P = [ 1 (w;)] Pt forall n € N

Thus, conditions (i)-(v) hold and RDy (+,-) is identified for all f € F.

D.2.3 Construction of the Counterfactual Autarkic Equilibrium

We first describe the set of domestic firms, N, with strictly positive output and finite
prices in sector k € K in the counterfactual autarkic equilibrium at date ¢. There are three
separate cases.

Casel: € >1and y > 1. In this case, we have the same set of active firms in the autarkic
and trade equilibria, N} =Ny ;.

Case2: e <1land u>1. Inthis case, directimporters are no longer active in the autarkic
equilibrium, N, = {n e N ,x} , = 0}.

Case3:e<land u <1. Inthiscase, bothdirectandindirectimportersarenolongeractive
in the autarkic equilibrium, N = {n € Ny ;,%; , = 0}. As before, we let N = U N
denote the set of all active firms in the autarkic equilibrium.®

Starting from (D.31)-(D.30) and taking a limit as p* — oo, we can then express relative

domestic factor demand under autarky for the three previous cases as

—ME(f) _F(f) ; yoa
RD]‘?(w)—wf Z”EMAGf”®F(f)n(wn (w))T*NO T ZA (w)

Wy " e 00O 0y (@ () 1O ZA ()

,forall f#0, (D.31)

Ziw)= Y wbeBubi (@)@l () (A @) (p (), forall nE N,
kelC,rE/\/’,ﬁ

85We implement the construction of this set in the same way described in footnote 82.
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where the domestic autarky prices, {p;.,(w)}, are equal to the unique solution to

Pn :plignoﬁn,t [wn,t(w)]ﬁn; [ﬁ%(p,{pj /)] 1= By
~ ~ 175n,t . . M
— ¢7’l,t®nllt7€ [wﬂ(w)]ﬁn/t[ Z erﬂ,tpr,t y] 1—p for all n ENA;

reNA

the sector-level price index, P (w), is equal to

. 1
PAw)=[ Y bnc(pfi(w))' %% forall ke K;
ne/\/,ﬁ

and the Leontief inverse under autarky, B4 (w) = {b/.(w)}, is equal to

o0

B (w)=) (M) (w),

j=0

with the domestic input-output matrix under autarky, M (w) = {x4.(w)}, such that

1—Br )0 (Pt (w)) 1 H
XA (w)= lim ﬁrn(p*,w)z( Prt)Gur (piy () _y,for allre N and ne N2

pre LnenOnrt (P (w))!

7

Given the previous characterization of RDJ’?(ZU), we can solve for the vector of domestic
factor prices under autarky w;' using the same algorithm as in Appendix D.1.2.
D.2.4 Counterfactual without Retailers

Toreplicate our counterfactual results without retailers, we construct an alternative dataset
in which we reallocate the revenues and costs of retailers across non-retailing firms.

We start from a consolidated firm in the retail sector such that

Dretait = Z Dy, Eretail = Z En,  Xretailm = Z X,

n eJ\/'retail n e'/V'retail n GA[retail
_ * _ * _
Xfretail = Z an/ retail — Z Xn/ eretail = Z Xomn-
n e/\/‘retaﬂ n 6j\/'retail n e-/\[re’tail

For any firm not in retail, we adjust final sales by the extent of their total sales to the retail
sector,
(Di’l)/ =D+ Xiretail-
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We do not make any adjustment to the factor payments, exports, imports, and intermediate
sales of firms not in retail and instead allocate those to the residual firm,

(En) =E, for all n & Netail,
(X) =X for all n & Nietail,
(Xfn)' =Xy for all n & Niegail,
(Xom) = Xy for all n & Netail,
)
)
)
)

(X /:XR+ retail’
'=E{+E;

/

*
R
*
R retail”
(Xfr
(XRm = XRrm ~+ Xretailm for all m e N.

= XfR +Xfreta11

Finally, we compute capital payments in this alternative dataset by subtracting costs from

revenues,

(Xkn)' = | (Dn)' +(En)'+ ), Xum
mé'/\/'retail

(XZ)/+ Z (an)/+ Z (an)/

ferL m&Nietail

If negative, we perform the same adjustment as in our original dataset by raising final sales.
Given this alternative dataset without retailers, we construct the counterfactual autar-
kic equilibrium using the procedure described in Section D.1.2.

D.2.5 Counterfactual with Informal Sector

We extend the baseline model to include informal activities using the survey data described
in Section B.4. This survey allows us to infer the share of earnings associated with the in-
formal sector for individuals at different percentiles of the earnings distribution, as well as
the industry and factor group associated with the source of the informal income of each
individual. Compared to formal workers, we do not observe the specific firms making
these informal payments. To fill this gap, we introduce, for each sector k, a representative
informal firm that combines domestic factors in the same CES fashion as formal firms in the
model above, does not purchase either domestic or foreign inputs, and sells only to final

consumers,

_ 1/n (=171 \n/(n-1
Hinformal k = qoinformal,k( Z 0 finformal,kl finformal,k)ﬂ tr )/
feF
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with 77 set to 2.10, the baseline value for formal firms, and the shifters @intorma and 6 finformal
identified in the exact same way as we did for formal firms in Appendix D.1.1.
D.2.6 Counterfactual Results for Labor Income

Figure 6 reported the results from the sensitivity analysis of Section 7.3 for the case of im-
pacts on trade on total earnings. Figure D.1 here reports the analogous results for labor

income only.
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Figure D.1: Trade and Earnings Inequality, Sensitivity Analysis (Labor Income)

Export channel (4Y th Yexpors! Yi,Lt Import channel (4Y LLI) imports! Y sz Trade impact (4Y ft),,ade/ Y th

(a) Sensitivity to baseline parameters
+20% +20%
—— Baseline model
+15%|— Lown +15%
— Highn
+10%|— Low o +10%
— Higho
+5% +5%
0%t e - 0%
-5% -5%

b) Sensitivity to technolo,
+2()%( ) Y £y +20%
—— Baseline model

—— Flex. subst. btw. capital and labor

+15% +15%
— Flex. subst. btw. dom. inputs
0% Flex. subst. btw. dom. and foreign inputs +10%
+5% +5%
0% Caan " ‘\"”‘\____,. 0%
-5% . -5%

(c) Sensitivity to preferences
+20% +20%
—— Baseline model

—— Heterogeneous o

+15% +15%
— No retailers
+10% +10%
+5% +5%
0% 0%

-5% -5%

(d) Sensitivity to factors of production
+25%| —  Baseline model +25%

—— College vs. non-college workers

+20%| — perfect mobility across provinces +20%
— Oil sector-specific factors
+15%) _ Informality +15%
+10% +10%
+5% +5%
0% e it W 0%
-5% -5%
-10% -10%
Oth 25th 50th 75th 100th Oth 25th 50th 75th 100th Oth 25th 50th 75th 100th

Percentile of total income Percentile of total income Percentile of total income

Notes: Blue dots in all figures display the predicted impact of trade on the labor-only earnings of individuals
at each income percentile (normalized to zero at the median and expressed as percentages) in our baseline
model, as in Figure 4. Other colors report the analog for alternative parameter values (panel a), alternative
specifications of technologies (panel b) and preferences (panel c), and alternative factor group definitions
(panel d). See the text for details of these extensions. Lines indicate a fitted 10""-order polynomial.

110



D.3 Trade and Observed Changes in Inequality

The counterfactual simulations reported in Section 7 focus on the difference between trade
and autarky at a given point in time. A distinct, but related, question is whether the trends
in earnings inequality observed in Ecuador over time would have been different if the
Ecuadorian economy had been subject to the same domestic shocks, i.e. fluctuations in
the preference and technological parameters O = {an,t,Ofn,t,9rn,t,®n,t,06n,t,,5n,t,(Pn,t}, but
closed to international trade. That is, what is the contribution of trade to observed changes

in inequality?

D.3.1 Baseline Results

To revisit this question, it is sufficient to note that log-changes in factor prices between
some initial period ¢y and any given date t in the counterfactual autarkic equilibrium,

In(wy ;) a—In(wy ) A, can be expressed as

ln(wf,t)A _ln(wf,to)A = [lnwf,t _lnwf,to] - [(Alnwt)tmde - (Alnwto)tmde]'

We observe the first difference on the right-hand side directly in the data, whereas we can
compute the second difference for each year (as we did for 2012 in Section 7). Once coun-
terfactual changes in factor prices In(w¢ ;) 4 —In(wg 4 ) o have been obtained, changes in in-
dividual earnings can again be computed using information about the share of each factor
f owned by a given individual. We do this using the augmented sample with both formal
and informal workers described in Appendix B.4.2 so that changes in earnings inequality
observed in the trade equilibrium are representative of the overall Ecuadorian economy;,
not just its formal sector.

Table D.1 reports the changes in different ratios of percentiles of the distribution of
earnings between 2009 and 2015, both under the trade equilibrium in column (1), i.e. as
observed in our dataset over that time period, as well as the counterfactual autarkic equi-
librium of our baseline model in column (2) and the difference between the two measures,
i.e. the contribution of trade, in column (4). Except at the very top, we see that the decrease
in inequality experienced by Ecuador would have been smaller in the absence of trade. This
reflects the fact that although trade tends to increase inequality at all dates, it does so less
and less in later years of our sample. Equivalently, this means that over the study period,
Ecuador’s economy generated larger increases in gains from trade at the lower end of the

income distribution.
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Table D.1: Change in Earnings Inequality, 2009-2015

Counterfactual change
Actual in closed economy Contribution of trade
change
in open Baseline = Deardorff’s Baseline = Deardorff’s
economy model  (2000) formula model  (2000) formula
1) (2) 3) 4) )
A Log of 50-10 income ratio -0.134 -0.074 -0.118 -0.059 -0.016
A Log of 90-50 income ratio -0.185 -0.107 -0.176 -0.077 -0.009
A Log of 99-90 income ratio -0.046 -0.079 -0.052 0.033 0.005

Notes: Calculations based on sample with informal earnings included. “50-10 income ratio” (etc.) calculated
from the ratio of the income of the 50th-percentile earner to that of the 10th-percentile earner, separately in
each year and scenario. Autarky factor prices in column (3) computed using equation (10) at #7,4¢ =2.53.

D.3.2 Back to the Original Factor Content Approach

A large empirical literature has studied the role of international trade in exacerbating in-
come inequality in the United States through the lens of the original factor content approach
(Murphy and Welch, 1991; Borjas et al., 1992; Katz and Murphy, 1992; Wood, 1995; Borjas
etal., 1997). Most of this work, with the notable exception of the non-standard calculations
of Wood (1995), has concluded that trade played a small part. Although we lack the gran-
ular data to replicate our empirical exercise for the U.S., we can compare our conclusions
to those that one would have drawn from applying the original factor content approach
in the Ecuadorian context. Column (3) of Table D.1 reports the change in inequality un-
der autarky from 2009-15 calculated using Deardorft’s (2000) original formula—that is, the
change predicted by equation (10) for 77,4, =2.53, as in Section 7.2. The difference between
columns (1) and (3) again measures the contribution of trade and is reported in column
(5). Under the alternative assumptions, one would have (wrongly) concluded that the con-
tribution of international trade to the changes in inequality observed in Ecuador was an
order of magnitude smaller than those implied by the more general factor demand system
that we have estimated. These findings re-open the possibility that the previous consensus
about the U.S. case may be equally sensitive to the assumptions implicitly embedded in the

original factor content approach.
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