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From: Gary Chamberlain
Josh, §

Our conversation over lunch made me curious about the
properties of the Wald estimator in your QJE paper with
Alan. I assume bivariate normality for the posterior
distribution of the quarter-of-birth effects on In(wkly. wage)
and Education. (Your Table III has enough info except for the
correlation between the wage and education residuals--I used .3.)
Then I simulate the posterior distribution of the schooling
coefficient. It is Very c¢lose to being normal with the mean and
standard deviation given in your Table IIT (1970 Census). So the
asymptotics seem fine here.

The results are as follows:
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To: Joshua Angrist
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Dear Josh,

Finishing the book on Identification took more time than anticipated.
Nov I am again working on IV-estimation.

Firat some remerks v.r.t your earlder e-mail. You mentioned that my
aze ba and that it
is' ot clear vhat 15 actually approxima\:ed Well, it really does mot asyp
}ZA [

matter vether or not one considers the sequence bizarre. The point is
that the exact distributions of IV and LIML are complicated and we

the estimators and to compute confidence intervals. Now if one can ol~
choose between two approximations and one knows (based on Monte

Carlo simulations) that one approximation is closer to the exact N
distribution compared the other approximation it seems reasonable to /t n‘/
choose this better approximation. YN

It is certainly not a sin to use many instruments. However, one
should be careful when choosing the estimator. In the context of iid

disturbances and observations from a single sample, the conventional
IV- or 2SLS-astinsor ay lava coneidarable bias if the maber of
is large. intervals based on

i encinator conthave.sxact Tevels uch Tover dhen dhe nominal
levels (eg 95 %). My paper gives an alternative that performs much
better, where a large number of instruments s not a problem

n The Monte Carlo part of my paper the model is first reduced to a
canonical form, where the number of parameters is reduced while the
set of possible distribution functions of the estimators is not
affected. This is common practice (eg Phillips, Handbook of
Econometrics). In that case the sample size is mo longer a parameter,
instead the relevant parameter is the 'concentration parameter’ or
the 'moncentrality parameter’ which is a function of both the sample o
size and the quality of the instruments.

M
Again w.r.t. a comparison of 2SLS and LIML: If the number of 2 .~,L‘7/l»f
inscruments 1s large, LIML will be more centered around the true value /

and the (alternative) confidence interval will be indeed close to a |

95%- interval. The 2SLS may show considerable bias and its \ g




